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ABSTRACT
One of the fundamental challenges of fielding and maneuvering a hypersonic vehicle is predicting 
the large changes in heat transfer and aerodynamic performance associated with the transition 
of the surface boundary-layer flow from laminar to turbulent during flight. Legacy methods for 
analyzing boundary-layer transition are overly simplistic and do not account for the intricate flow 
patterns of modern vehicles with complex three-dimensional shapes. This article introduces work 
utilizing a novel methodology, known as input/output (I/O) analysis, recently applied to hypersonic 
flows. This methodology is completely free of geometric constraints and has significant potential 
to answer many of the open questions in transition analysis. The article presents examples of I/O 
analysis applied to hypersonic flow over a 7° half-angle sharp cone and to the Boundary Layer 
Transition (BOLT) flight experiment. The analysis uses computational tools that were built in col-
laboration with the University of Minnesota and VirtusAero as part of a Johns Hopkins University 
Applied Physics Laboratory (APL) independent research and development project.

ary layer. The left inset in Figure 1 shows the flow near 
the nose of the cone, where the boundary-layer flow is 
smooth and laminar. Far downstream (right inset), the 
boundary-layer flow has transitioned to a turbulent 
state, characterized by chaotic, small-scale fluctuations 
that are captured in the density contours of the image.

The impact of boundary-layer transition on vehicle 
performance varies with speed, but a significant effect 
observed across all speed regimes is an increase in drag 
with turbulent flow. This happens because a turbulent 
boundary layer always has a steeper velocity gradient at 
the wall, independent of speed, which is directly propor-
tional to the skin friction drag. For hypersonic flows, total 

INTRODUCTION
A well-known phenomenon in fluid physics is the 

existence of a thin region of flow near the surface of an 
object in motion, called a boundary layer, which is char-
acterized as either laminar, turbulent, or transitional 
depending on conditions. The boundary-layer flow can 
have a dramatic impact on the forces and heat transferred 
to a vehicle during flight, and thus predicting when it 
transitions from laminar to turbulent has been the sub-
ject of intense academic research over many decades.1–4 
A visualization of the different boundary-layer states 
over a sharp cone in free flight is shown in Figure 1. The 
imaging technique highlights strong density gradients in 
the flow, including across shocks and within the bound-
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drag can increase by up to 70% with transition to tur-
bulent flow for conical bodies,6 which becomes a design 
challenge when vehicle range or other constraints sensi-
tive to drag are a priority. Aside from a drag penalty, a 
major detrimental effect of transition for hypersonic flow 
is a large rise in surface heating. Hypersonic turbulent 
heat transfer rates can exceed five times laminar values,7 
and transitional heating “overshoot” is a known phenom-
enon that even further exceeds these levels.8 From a prac-
tical standpoint, the overall increase in surface heating 
posed by hypersonic transition necessitates an increase in 
thermal protection for a vehicle, which adds weight and 
further constrains its range and maneuverability. Other 
aspects of hypersonic transition that are less widely stud-
ied but still important to vehicle performance include the 
effects of transition on aerodynamic control effective-
ness9,10 and aero-optics for vehicle sensing.11

It is clear that capturing transition effects is impor-
tant to balance robust design with optimal performance 
for hypersonic vehicles. Despite this knowledge, a fun-
damental challenge for vehicle designers today is that 
legacy methods to predict transition are overly simplistic 
and cannot account for the highly three-dimensional 
flow patterns of complex shapes, leading to signifi-
cant errors and often overconservatism in design. Two 
examples that highlight the highly three-dimensional 
flows for non-axisymmetric geometries are shown in 
Figure  2. The images are from computational fluid 
dynamics (CFD) simulations for hypersonic flow over a 
generic finned cone12 and for the Boundary Layer Tran-

sition (BOLT) flight experiment.13,14 (See the article by 
Wheaton, in this issue, for more on BOLT.) The colors 
in the figure represent streamwise velocity contours at 
different axial stations along each body. The large swirl-
ing patterns that emerge near the fin-cone intersection 
and in the middle of the concave surface of BOLT are 
clear indications of strong gradients in the flow, which 
can cause legacy transition prediction methods to fail for 
reasons explained in the next section.

Ultimately, the shortcomings of transition predic-
tions translate into uncertainties in aerothermal and 
aerodynamic predictions that a vehicle designer must 
manage with appropriate design margins. Such uncer-
tainties may be compounded over long trajectories deep 
within the atmosphere, where the effects of transition 
and turbulence can dominate, thus driving a critical 
need for improved modeling of the transition process. 
This article describes the implementation and early 
results of a novel transition prediction technique known 
as input/output (I/O) analysis done in collaboration with 
the University of Minnesota and VirtusAero. The I/O 
method stems from linear systems theory and is based 
on resolvent analysis with a long mathematical history 
that has only very recently been applied to hypersonic 
boundary-layer flows.15 Critically, the I/O method is 
independent of assumptions about the structure of 
the flow field considered and thus has the potential to 
answer a number of fundamental questions in boundary-
layer stability and transition that could lead to unique 
hypersonic vehicle designs.

TRANSITION PREDICTION METHODS
Despite more than 60 years of study, boundary-layer 

transition is still not completely understood and the 
development of theoretical models remains an impor-
tant and active area of research.4 The physics of the 
transition process is a complex initial-boundary value 
problem where flow perturbations enter a laminar 
boundary layer and, if unstable, are amplified by a vari-
ety of mechanisms until the amplitude of the perturba-
tions is sufficiently large to induce nonlinear breakdown 
to turbulence. A simplistic representation of this process 
is shown in Figure 316 for flow over a flat plate with the 
boundary-layer height, , exaggerated for illustration. In 
the sketch, the disturbance within the boundary layer 
is represented by a wavy line that grows in amplitude 
downstream until eventually morphing into a more cha-
otic pattern, indicative of turbulence.

Transition onset is known to be extremely sensitive 
to initial and boundary conditions and is a significant 
contributor to large aerothermal modeling uncertainty.5 
The state of the practice for predicting transition onset 
for vehicle design purposes is to use simplistic correla-
tions based on historical flight test data from sphere-
cone geometries.17 Although these correlations are 

Figure 1.  Shadowgraph image of boundary-layer transition. This 
image is over a 5° half-angle sharp cone traveling at Mach = 4.31 
in free flight at an aeroballistics range. Labels of boundary-layer 
states and cropped image insets have been added. (Adapted 
from Schneider,5 with permission from Elsevier.)
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Figure 2.  CFD examples. Shown are highly three-dimensional 
flows for (a) the finned cone (from Mullen et al.,12 with permis-
sion) and (b) the BOLT geometry (from Thome et al.,13 reprinted 
by permission of the American Institute of Aeronautics and Astro-
nautics, Inc.)
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sometimes useful, they lack any underlying physical 
model of the flow and thus also lack general predictive 
power. Physics-based transition prediction methods such 
as linear stability theory (LST) and parabolized stability 
equations (PSE) have been used for several decades to 
examine the linear growth of modal disturbances to a 
laminar boundary layer such as Mack’s second-mode and 
stationary crossflow waves.4 Numerical LST/PSE solvers 
can now be used routinely to determine the growth of 
modal (wave-like) disturbances and arrive at predictions 
of a transition N-factor, where N is a quantitative mea-
sure of the exponential growth of the amplitude of an 
initial disturbance. The larger the N-factor, the greater 
the exponential growth of the disturbance, and typically 
a threshold value (e.g., N = 5) is used to estimate the 
onset of boundary-layer transition along the surface of 
a body. At a high level, the underlying assumptions of 
LST and PSE limit their application to relatively simple 
geometric configurations, where it can be assumed that 
the flow changes gradually except in just one direction 
and that flow disturbances travel along prescribed paths. 
These assumptions break down when considering highly 
three-dimensional flows, so the methods must be used 
with caution when trying to predict transition along 
vehicles with complex geometric features, such as near 
control surfaces.

Over the last decade, several novel high-fidelity tools 
for predicting transition on complex shapes have been 
developed. These include BiGlobal stability analysis,18,19 
plane-marching PSE,20,21 nonlinear PSE,22 linearized 
direct numerical simulation (DNS),23,24 and resolvent-
based I/O analysis.15,25,26 Of these methods, I/O and 
linearized DNS are the least restrictive in their assump-
tions about the underlying base flow; however, both still 
require some choice to be made about how the laminar 
flow is perturbed in the simulation. One example would 
be to introduce small-amplitude acoustic waves of a spe-
cific frequency at the far-field boundary. This choice 
can affect the results, since transition mechanisms are 

sensitive to different types of forc-
ing. However, since linear theory 
permits the use of the superposi-
tion principle, the effect of a wide 
range of perturbations that cap-
ture the expected environmental 
disturbances can be summed to 
make accurate transition predic-
tions. Furthermore, it is worth 
noting that, in principle, avoiding 
transition modeling altogether 
and instead trying to simulate 
the fully nonlinear DNS solu-
tion is sometimes an option. This 
involves starting from an initially 
laminar flow and resolving all the 

necessary temporal and spatial scales to carry the sim-
ulation all the way through breakdown to turbulence, 
which has been done successfully for simple axisym-
metric cases.27 However, such an approach is extremely 
computationally expensive, even for simple geometries, 
and is therefore impractical for engineering analysis 
of transition over more complex shapes and flight-like 
conditions.

To give context to the aforementioned transition 
prediction methods, Figure  4 presents an adaptation 

Freestream disturbance
waves

Laminar
region

Turbulent
�ow

Nonlinear
region

Τ∞

U∞

δReceptivity
mechanism

Mean velocity
pro�le

Mean
velocity
pro�le

Figure 3.  Simplified schematic of disturbance growth and boundary-layer transition for 
flow over a flat plate. The disturbance within the boundary layer is represented by a wavy 
line that grows in amplitude downstream until eventually morphing into a more chaotic pat-
tern, indicative of turbulence. (Reprinted with permission from Avallone.16)
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Figure 4.  Morkovin transition diagram. This diagram illustrates 
how the transition process is understood as progressing along 
pathways, each of which depends on various parameters of 
the mean flow and disturbances. The colored boxes have been 
added to show how the transition prediction methods can be 
categorized according to levels of modeling fidelity, with the I/O 
method covering all possible linear pathways (a–e) up to nonlin-
ear breakdown. (Adapted from Fedorov.4)
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of a diagram widely reproduced in the boundary-layer 
transition community and known as the Morkovin tran-
sition diagram. This diagram illustrates how the transi-
tion process is understood as progressing along different 
pathways that are each dependent on numerous param-
eters of the mean flow and disturbances. The colored 
boxes have been added to show how the transition pre-
diction methods can be categorized according to levels of 
modeling fidelity, with the I/O method covering all pos-
sible linear pathways (a–e) up to nonlinear breakdown.

I/O THEORY
As with all linear stability analysis methods, I/O 

attempts to answer the basic question of whether a small 
disturbance to an equilibrium state will either attenuate 
or grow in such a way that the system cannot return to 
its original state. For boundary-layer transition analysis, 
the I/O system in question is the fluid flow, which is 
governed by the compressible Navier–Stokes equations, 
expressed in a compact form as follows:

	
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕

= 𝐹𝐹𝐹𝐹(𝑈𝑈𝑈𝑈). .	

Here the vector U = [ρ, ρ�, ρ�, ρ�, E] represents con-
served fluid variables—namely the density and three 
components of linear momentum and energy, respec-
tively. The right-hand side defines a nonlinear function 
of the fluid fluxes for each of the conserved variables 
that describes the transport of mass, momentum, and 
energy throughout the fluid and also introduces temper-
ature and pressure through the energy equation. These 
equations can be closed according to the properties of 
the fluid being considered. For a perfect gas, � = ρRT is 
used to relate pressure (�), density (ρ), and temperature 
(T) with a specific gas constant, R.

The equilibrium fluid state is known as the base 
flow, which is a steady-state laminar flow solution to the 
Navier–Stokes equations. As the name implies, linear 
stability analysis involves examining the linear response 
of perturbations to a given base flow. This can be rep-
resented as U = 

Here the vector 𝑈𝑈𝑈𝑈 = [𝜌𝜌𝜌𝜌, 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌, 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌, 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌, 𝐸𝐸𝐸𝐸] represents conserved fluid variables, namely the density, 
three-components of linear momentum and energy, respectively. The right-hand side defines a 
nonlinear function of the fluid fluxes for each of the conserved variables that describes the 
transport of mass, momentum, and energy throughout the fluid and also introduces temperature 
and pressure through the energy equation. These equations can be closed according to the 
properties of the fluid being considered. For a perfect gas, 𝑝𝑝𝑝𝑝 = 𝜌𝜌𝜌𝜌𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 is used to relate pressure (𝑝𝑝𝑝𝑝), 
density (𝜌𝜌𝜌𝜌), and temperature (𝑅𝑅𝑅𝑅), with a specific gas constant, R. 

The equilibrium fluid state is known as the base flow, which is a steady-state laminar flow 
solution to the Navier-Stokes equations. As the name implies, linear stability analysis involves 
examining the linear response of perturbations to a given base flow. This can be represented as  
𝑈𝑈𝑈𝑈 = 𝑈𝑈𝑈𝑈� + 𝑈𝑈𝑈𝑈𝑈, where 𝑈𝑈𝑈𝑈� represents the base flow solution and 𝑈𝑈𝑈𝑈𝑈 the flow perturbations. Substituting 
this summation into the nonlinear fluid equations and neglecting all but terms that are linear in 𝑈𝑈𝑈𝑈𝑈 
results in the linearized Navier-Stokes equations. After discretizing, the linearized equations can 
be expressed as: 

 + U, where 

Here the vector 𝑈𝑈𝑈𝑈 = [𝜌𝜌𝜌𝜌, 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌, 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌, 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌, 𝐸𝐸𝐸𝐸] represents conserved fluid variables, namely the density, 
three-components of linear momentum and energy, respectively. The right-hand side defines a 
nonlinear function of the fluid fluxes for each of the conserved variables that describes the 
transport of mass, momentum, and energy throughout the fluid and also introduces temperature 
and pressure through the energy equation. These equations can be closed according to the 
properties of the fluid being considered. For a perfect gas, 𝑝𝑝𝑝𝑝 = 𝜌𝜌𝜌𝜌𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 is used to relate pressure (𝑝𝑝𝑝𝑝), 
density (𝜌𝜌𝜌𝜌), and temperature (𝑅𝑅𝑅𝑅), with a specific gas constant, R. 

The equilibrium fluid state is known as the base flow, which is a steady-state laminar flow 
solution to the Navier-Stokes equations. As the name implies, linear stability analysis involves 
examining the linear response of perturbations to a given base flow. This can be represented as  
𝑈𝑈𝑈𝑈 = 𝑈𝑈𝑈𝑈� + 𝑈𝑈𝑈𝑈𝑈, where 𝑈𝑈𝑈𝑈� represents the base flow solution and 𝑈𝑈𝑈𝑈𝑈 the flow perturbations. Substituting 
this summation into the nonlinear fluid equations and neglecting all but terms that are linear in 𝑈𝑈𝑈𝑈𝑈 
results in the linearized Navier-Stokes equations. After discretizing, the linearized equations can 
be expressed as: 

 represents the base flow 
solution and U, the flow perturbations. Substituting 
this summation into the nonlinear fluid equations and 
neglecting all but terms that are linear in U results in 
the linearized Navier–Stokes equations. After discretiz-
ing, the linearized equations can be expressed as

	
𝜕𝜕𝜕𝜕𝑈𝑈𝑈𝑈𝑖𝑖𝑖𝑖′
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕

=  𝐴𝐴𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑈𝑈𝑈𝑈𝑖𝑖𝑖𝑖
′..	

Here the index i refers to the ith degree of freedom. For 
example, a two-dimensional problem with N� and N� 
computational cells in the x- and y-directions (respec-
tively) and four governing equations (ρ, �, �, T) has 
N  =  4  ×  N�  ×  N� total degrees of freedom, so index 
i = [1, N]. We also introduced the Jacobian matrix, Aij, 

which represents the linearized dynamics of the pertur-
bations about the base flow and is calculated from the 
nonlinear function of the fluid fluxes as

	 𝐴𝐴𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =
𝜕𝜕𝜕𝜕𝜕𝑖𝑖𝑖𝑖(𝑈𝑈𝑈𝑈1, 𝑈𝑈𝑈𝑈2, … , 𝑈𝑈𝑈𝑈𝑁𝑁𝑁𝑁)

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝑖𝑖𝑖𝑖
, ,	

where, more generally, N = Neq × Ncells, Neq is the number 
of equations, Ncells is the number of grid cells, and �i is 
the discretized Navier–Stokes operator corresponding to 
the ith degree of freedom. The I/O method incorporates 
forcing into the fluid system through additions to the 
linearized equations,

	

𝜕𝜕𝜕𝜕𝑈𝑈𝑈𝑈𝑖𝑖𝑖𝑖′
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕

=  𝐴𝐴𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑈𝑈𝑈𝑈𝑖𝑖𝑖𝑖
′ + 𝐵𝐵𝐵𝐵𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖 = 𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑈𝑈𝑈𝑈𝑖𝑖𝑖𝑖′, 

where the input forcing, 𝑓𝑓𝑓𝑓, is defined within the domain through the matrix 𝐵𝐵𝐵𝐵, and the fluid 
response, 𝑦𝑦𝑦𝑦, is measured within the domain through the matrix 𝐶𝐶𝐶𝐶. The choice of the input forcing 
and where to apply it in the domain is left to the analyst to decide as described in the previous 
section. Analytically, the solution to this linear system can be obtained by taking a Fourier 
transform of the equations and solving algebraically to give: 

𝑦𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖 = 𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖�−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝐼𝐼𝐼𝐼𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐴𝐴𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖�
−1

 𝐵𝐵𝐵𝐵𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,

	

where the input forcing, �, is defined within the domain 
through the matrix B, and the fluid response, �, is mea-
sured within the domain through the matrix C. The 
choice of the input forcing and where to apply it in the 
domain is left to the analyst to decide, as described in 
the previous section. Analytically, the solution to this 
linear system can be obtained by taking a Fourier trans-
form of the equations and solving algebraically to give

	

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖 = 𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑈𝑈𝑈𝑈𝑖𝑖𝑖𝑖′, 

where the input forcing, 𝑓𝑓𝑓𝑓, is defined within the domain through the matrix 𝐵𝐵𝐵𝐵, and the fluid 
response, 𝑦𝑦𝑦𝑦, is measured within the domain through the matrix 𝐶𝐶𝐶𝐶. The choice of the input forcing 
and where to apply it in the domain is left to the analyst to decide as described in the previous 
section. Analytically, the solution to this linear system can be obtained by taking a Fourier 
transform of the equations and solving algebraically to give: 

𝑦𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖 = 𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖�−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝐼𝐼𝐼𝐼𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐴𝐴𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖�
−1

 𝐵𝐵𝐵𝐵𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,,	

where the term 

 
where the term �−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝐼𝐼𝐼𝐼𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐴𝐴𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖�

−1
 is known as the resolvent matrix and 𝑖𝑖𝑖𝑖 is the temporal 

frequency of the input forcing under consideration, i.e., 𝑓𝑓𝑓𝑓 = 𝑓𝑓𝑓𝑓𝑒𝑒𝑒𝑒−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. Computing the resolvent 
matrix is the key step in the I/O analysis that determines the flow response to a given perturbation. 
This resolvent can be solved in a number of ways, but typically the problem is formulated as an 
optimization problem, where the response obtained is the result of maximizing some quantity, e.g., 
disturbance energy, for a given input.  

Once the I/O response has been calculated, the spatial growth of the perturbation can be 
obtained from its amplitude and estimates of boundary-layer transition can be made based on the 
conventional N-factor method or some other criterion such as correlations of breakdown 
amplitude. For simple systems, e.g., with only a few hundred degrees of freedom, computing the 
resolvent matrix can easily be done by directly inverting �−𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝐼𝐼𝐼𝐼𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝐴𝐴𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖�. For three-dimensional 
fluid systems, however, there can be millions of degrees of freedom, creating a very large and 
sparsely populated Jacobian matrix. Solving this linear system then quickly becomes the bottle 
neck to utilizing the I/O method efficiently for complex flow problems. Despite this, the potential 
of the I/O method has been demonstrated for fully three-dimensional and PSE-based 
implementations of boundary layer transition,29,30 and efforts are underway to explore iterative 
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. For three-dimensional fluid systems, 
however, there can be millions of degrees of freedom, 
creating a very large and sparsely populated Jacobian 
matrix. Solving this linear system then quickly becomes 
the bottleneck to utilizing the I/O method efficiently 
for complex flow problems. Despite this challenge, the 
potential of the I/O method has been demonstrated for 
fully three-dimensional and PSE-based implementations 
of boundary-layer transition,28,29 and efforts are under-
way to explore iterative matrix methods for solving more 
complicated flow problems.26
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US3D IMPLEMENTATION
To obtain the necessary base flows for transition anal-

ysis, we utilize the CFD software US3D,30 which has been 
used for a number of programs across APL over the years. 
The code was originally developed at the University of 
Minnesota in the early 2000s and is now commercially 
licensed and maintained through VirtusAero. US3D 
is well known for its accurate simulations of thermo- 
chemical nonequilibrium gas flows, particularly for 
hypersonics. As an integral part of an APL independent 
research and development project to investigate I/O, we 
collaborated with the US3D developers at the University 
of Minnesota and VirtusAero in an effort to build and 
test a series of US3D software add-ons, called plug-ins, 
to implement the I/O method. This effort intentionally 
focused on using the existing US3D software infrastruc-
ture rather than building a new code, a strategy that was 
intended to minimize development time and ensure por-
tability of the new I/O capability.

The general steps in the I/O boundary-layer transi-
tion analysis workflow and its US3D implementation are 
as follows:

•	 Step 1: Given a geometry and flow conditions, com-
pute a high-fidelity, steady laminar solution to the 
Navier–Stokes equations (i.e., the base flow). This 
step can be executed using the US3D software as is. 
Of critical importance to I/O is obtaining a base flow 
with sufficiently small grid spacing to enable resolution 
of boundary-layer instabilities along any of the spatial 
directions of interest. Achieving this grid spacing typi-
cally requires a much higher streamwise density of grid 
points than other stability analysis methods requires. 
A good rule of thumb is to include at least 10 grid cells 
per wavelength of the instability of interest.

•	 Step 2: Determine the linearized dynamics of 
small fluctuations about the computed base flow, 
represented by a Jacobian matrix, Aij. For this step, 
a new US3D plug-in was developed by our collabora-
tors to numerically compute the Jacobian using the 
fluxes already computed by the finite-volume solver 
within US3D. In addition, a quad-precision build of 
US3D was required for the current I/O implemen-
tation because of the relatively small value of the 
perturbed quantities and the fact that US3D uses 
dimensional variables.

•	 Step 3: Define a linear system with user-defined 
forcing at input locations in the computational 
domain, as well as in output locations to measure 
the flow response. For this step, a second plug-in 
was developed by VirtusAero to allow users to selec-
tively “tag” grid cells within the fluid domain, both 
for defining input forcing and output response loca-
tions. This plug-in was built outside of the main 
solver as part of the US3D post-processor tools.

•	 Step 4: Solve the I/O linear system to deter-
mine the flow response to forcing (i.e., the spa-
tial growth or decay of initial perturbations over 
a range of temporal frequencies). Again using the 
US3D post-processor framework, a third plug-in was 
developed by our collaborators for this final step in 
the I/O analysis. As an initial approach, the software 
package MUMPS31 was built in to a new version of 
US3D to allow for a parallelized “direct” solution 
of the sparse linear algebra system. Direct methods 
compute the inverse of a matrix by directly factor-
ing the matrix (e.g., by lower-upper decomposition). 
Such an approach becomes limited by computer 
memory for very large matrices but has been dem-
onstrated to work well for simple two-dimensional 
fluid problems.25

•	 Step 5: Make a transition prediction based on an 
accepted boundary-layer transition criterion. This 
final step in the workflow is not specific to I/O or 
dependent on US3D but is rather a choice for the 
analyst. One of the most attractive features of I/O 
is the potential to solve the so-called receptivity 
problem, where freestream disturbances are tracked 
through a shock and transition can be predicted 
with knowing the initial disturbance amplitudes 
and having an amplitude-based translation criterion 
(see, e.g., Marineau et al.32). Otherwise, the conven-
tional N-factor–based method can also be done with 
I/O by using, for example, amplification of pressure 
fluctuations at the wall.

The remainder of this article steps through two 
hypersonic flow examples that use the new US3D I/O 
infrastructure to examine boundary-layer instabilities. 
Because the US3D I/O development work is ongoing, we 
present only preliminary results that focus on steps 1–4 
in the I/O transition prediction procedure, along with a 
summary and discussion of future work.

SHARP CONE
The first test of the new US3D I/O code focused on a 

comparison with published experimental data for a well-
known boundary-layer instability for hypersonic flows—
namely, Mack’s second-mode instability. Specifically, we 
considered measurements of the amplitude of second-
mode waves for the flow over a 7° half-angle sharp 
cone conducted at the Arnold Engineering Develop-
ment Complex (AEDC) Hypervelocity Wind Tunnel 9 
facility.33 The base flow for the test case was computed 
using the conditions provided for Tunnel 9 experimental 
run 3745. The sharp cone considered was aligned with the 
freestream, and the incoming flow was at Mach = 9.39 
and unit Reynolds number of Re = 1.81 × 106/m.

Figure 5 shows Mach contours for the sharp cone base 
flow computed with US3D for the Tunnel 9 conditions. 
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To simplify the computation, the flow is assumed to be 
axisymmetric, as intended in the experiment. In real-
ity, the computational domain is a three-dimensional 
wedge with symmetry boundary conditions in the azi-
muthal directions. Rather than executing the I/O analy-
sis on the entire flow field, the analysis is performed in 
a smaller region (a subdomain) of the flow where the 
instability is active. The main shock from the nose of 
the cone as well as the I/O subdomain and input and 
output cells selected for analysis are labeled in the figure. 
It is important to note that the size of the I/O subdomain 
and input and output cells within it can be selected 
arbitrarily and is guided by the experiment in this case. 
Constraining the I/O subdomain to beneath the shock 
avoids potential numerical issues with accurately resolv-

ing the instability relative to the shock. The results’ sen-
sitivity to the choice of subdomain and input and output 
cell locations remains an open question for future study.

For reference, the base flow shown in Figure  5 
includes 6,025 grid points in the streamwise direction 
and 200 grid points in the wall-normal direction. For 
this simple case, even though the base flow could be 
obtained with far fewer grid points in the streamwise 
direction, a coarser mesh was not able to properly 
resolve the streamwise flow instability. According to 
the Tunnel 9 experiment, the frequency of the domi-
nant second-mode instability along the sharp cone 
was 78 kHz for run 3745 flow conditions. The stream-
wise wavelength of the second-mode instability can 
be estimated as λ ≈ 0.9U/�, where U is the freestream 
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velocity and � is the frequency of the instability. Thus, 
the minimum streamwise grid spacing in this case 
is ∆s  ≈  0.1λ  ≈  1.6  mm. Upon refinement, we found 
that a grid spacing of roughly half this estimate, or 
∆s  ≈  0.07  mm, did best to resolve the second-mode 
instability, which is visualized by contours of density 
fluctuations (ρ) in Figure 6. This contour plot repre-
sents the solution to the I/O analysis (i.e., the dominant 
response of the flow to upstream forcing at a frequency 
of 78 kHz).

The rope-like structure of the density fluctuations 
shown in Figure  6 is a typical characteristic of the 
second-mode instability, which is formed by packets 
of planar waves that grow in the streamwise direction 
within the boundary layer. Upon further inspection, 
we found that the wavelength of the observed density 
fluctuations is λ  ≈  16  mm, which closely corresponds 
to the initial estimate of the second-mode wavelength 
of λ ≈ 16.3 mm. Finally, once the spatial growth of the 
dominant instability has been calculated, a boundary-
layer transition prediction can be made. In this case, the 
experiments used high-frequency pressure transducers to 
directly measure the amplitude of the second-mode wave 
as it passed over the cone surface. The onset of bound-
ary-layer transition was observed in the experiment 
to occur between S = 1.0  and 1.2 m with a maximum 
N-factor of Nmax = 3.5. An analogous analysis of second-
mode growth can be estimated from the I/O response 
by extracting the growth of the density fluctuations at 
the wall, shown in Figure 7. The maximum N-factor can 
be estimated by computing the natural log of the ratio 
of the maximum to minimum peak amplitude of the 
density fluctuation at the wall. This was calculated as 
Nmax ≈ 2.93 at S = 1.01 m, in reasonable agreement with 
the experiment.

BOLT
While the sharp cone test case validates the new 

US3D I/O code capability, there are simpler and well-
established means of predicting the amplitude growth of 
the second-mode instability for the hypersonic flow over 
a cone. The LST method is one example, although I/O 
can produce additional rich spatial information about the 
instability that LST could not. The true power of the I/O 
method, however, is that, in principle, it can be applied 
to arbitrarily complex three-dimensional flows in the 
same way that it is applied to simpler two-dimensional 
ones. Much less is known about boundary-layer instabili-
ties for such complex flows, so there is potentially a great 
deal of insight to gain from I/O analysis.

To highlight a stressing multidimensional test case for 
the new US3D I/O code, we examined the flow field for 
the BOLT geometry referenced in the introduction. The 
I/O analysis procedure for BOLT matched the procedure 
for the cone exactly, with the first step being to compute 
a highly resolved laminar base flow. An example of this 
base flow computed with 163 million grid cells is shown 
in Figure 8. The view in the figure is from the front, and 
only one quarter of the flow field is analyzed because of 
its symmetry. Surface heating is shown in gray scale, and 
axial slices of streamwise velocity are shown in the color 
contours. The flow conditions correspond to a point 
during the ascent phase of the planned BOLT flight—
namely, Mach = 5 and Re = 5 × 106/m. As mentioned 
before, properly resolving the laminar base flow is criti-
cal to accurately capturing the growth of instabilities. 
For BOLT, it turns out that resolving all these laminar 
features is quite challenging to compute, especially near 
the centerline where large vortical structures emerge 
within a thick boundary layer. More details on the lami-
nar base flow computations for BOLT and the associ-
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ated nuances with the numerical algorithms employed 
are provided in Thome, Knutson, and Candler.34 What 
is important to highlight here is that streamwise vortices 
are thought to play an important role in the evolution 
of boundary-layer instabilities. The large vortical struc-
tures near the centerline of BOLT could serve as one of 
the pathways to transition, but such a hypothesis cannot 
be tested using legacy stability analysis methods alone.

For flows that vary significantly in just two direc-
tions, the BiGlobal linear stability analysis method is 
applicable. When coupled with a planar PSE march-
ing technique, BiGlobal has been successfully used to 
examine streamwise vortical instabilities for hypersonic 
vehicles such as BOLT.35 Details of the BiGlobal method 
are beyond the scope of this article, but we note that 
APL has recently added BiGlobal with PSE marching 
as another tool for boundary-layer transition analysis 
through a code development partnership with Sandia 
National Laboratories. Using this 
BiGlobal code, we targeted a small 
subdomain of the centerline flow 
field for BOLT to produce a base-
line solution for comparison with 
I/O. It is important to emphasize 
that there is no technical reason 
for BiGlobal and I/O to produce 
exactly the same result, since 
fundamentally BiGlobal is con-
strained to a planar eigenmode 
analysis and I/O is more gener-
alized. Still, the slow change in 
the flow field in the streamwise 
direction for BOLT suggests that 
there is good reason to trust that 
BiGlobal would correctly identify 
the dominant centerline instabili-
ties and thus is a good measure for 
comparison with I/O.

The main result of the BiGlobal analysis is the pre-
diction of a dominant vortex instability situated atop 
one of the centerline streamwise vortices for BOLT. This 
instability occurs at a frequency of 100 kHz and has a 
streamwise wavelength of 15 mm. A three-dimensional 
reconstruction of this vortical instability is presented 
in Figure  9 alongside the result from the US3D I/O 
analysis for the same disturbance frequency. These early 
results are believed to be the first application of the I/O 
method to three-dimensional hypersonic flows with a 
direct comparison to the BiGlobal with PSE marching 
method. Axial slices of the mean streamwise velocity 
are shown in the figure by green and purple contours, 
and iso-contours of density fluctuations are shown 
in red and blue. In both cases, the density fluctuation 
exhibits a clear wave-like pattern that steadily grows 
in amplitude as it travels downstream. The I/O result 
appears to be significantly under-resolved, with many 
small-scale features apparent in the density contours 
that are probably numerical artifacts. Still, when com-
pared to the BiGlobal result, it is significant that I/O 
predicts the presence of an instability above the same 
centerline vortex and with roughly the same streamwise 
wavelength. We anticipate that closer agreement with 
BiGlobal could be achieved with finer grid refinement 
for the I/O analysis in this case.

It should also be noted that the rectangular sub- 
domain shown in Figure 9 was purposefully constrained 
to a small region of the flow with just 120 × 50 × 50 
grid points. Limiting the size of this three-dimensional 
subdomain was necessary to capture the instability 
using the US3D I/O code in its current form. In actu-
ality, BiGlobal analysis was executed first over a much 
larger subdomain, and these results were used to identify 
the vortical instability and target appropriate domain 

Figure 8.  Laminar base flow computation for BOLT. The solution 
includes 163 million grid points. Color contours are axial slices of 
streamwise velocity, and surface heat flux is shown in gray scale. 
(Courtesy of John Thome at the University of Minnesota.)

BiGlobal method

100 kHz

I/O method

100 kHz

Figure 9. Qualitative comparison of BiGlobal and I/O analysis predictions of centerline vor-
tical instability for BOLT during ascent. Base flow Mach = 5 and Re = 5 × 106/m. Green and 
purple contours correspond to axial slices of streamwise velocity. Red and blue iso-contours 
correspond to three-dimensional reconstruction of density fluctuations for the dominant 
instability.
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extents and grid spacing requirements for the I/O anal-
ysis. Ideally, the restriction on domain size for the I/O 
analysis could be lifted and the method applied to the 
entire flow field at once. This seems achievable but will 
require further study on efficiently computing the resol-
vent, which is the true bottleneck for the I/O method 
today. Computing the resolvent is a known technical, 
not physical, limitation of I/O; surmounting this chal-
lenge could unlock the method’s full potential for pre-
dicting boundary-layer transition for arbitrarily complex 
hypersonic flows.

SUMMARY AND FUTURE WORK
Two main takeaways from this work are that it 

resulted in (1) demonstration of I/O analysis capability 
built in to a commercial CFD code that has powerful 
potential to predict hypersonic boundary-layer instabili-
ties independent of geometric configuration, and (2) a 
successful collaboration with university and industry 
leaders to transfer high-impact technology from aca-
demia to the application space through APL.

During this project, new software plug-ins were 
developed and shared by collaborators at the Univer-
sity of Minnesota and VirtusAero to incorporate the 
I/O analysis procedure into the existing framework of 
the well-established US3D code. Two hypersonic test 
cases were evaluated with the newly developed US3D 
I/O code, including flow over a 7° half-angle sharp 
cone and the BOLT geometry. I/O predictions for the 
second-mode instability for the sharp cone were con-
sistent with published experimental data from AEDC 
Tunnel  9 experiments and highlighted the method’s 
strict grid spacing requirements. We found that stream-
wise spacing of approximately 5% of the second-mode 
wavelength was best able to resolve the instability for 
the cases attempted. For the three-dimensional BOLT 
flow field, BiGlobal analysis with planar PSE march-
ing was applied first and identified a dominant vortex 
instability near the centerline. We used this result to 
define a smaller subdomain for the US3D I/O analy-
sis, which ultimately produced results that qualitatively 
agree with the BiGlobal predictions. Further refine-
ment of the I/O results using the direct matrix method 
we used requires significant computer memory, and 
the inclusion of an iterative solver with the US3D I/O 
code is critical to apply the method to practical three-
dimensional problems.

We are continuing this work as part of a new APL 
project sponsored by the Office of Naval Research under 
Dr. Eric Marineau. As part of this 3-year effort, APL will 
continue its collaboration with the University of Min-
nesota and VirtusAero to further develop and test the 
US3D I/O code for complex geometries relevant to the 
Navy and more broadly to the Department of Defense.
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