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ABSTRACT
Intelligent systems are already having a remarkable impact on society. Future advancements 
could have an even greater impact by empowering people through human–machine teaming, 
addressing challenges with vast geographic scales, and accelerating interstellar discovery. Cre-
ating intelligent systems that can be trusted to operate autonomously is a grand challenge for 
humanity. In this article, we explore potential futures for trustworthy autonomous systems, iden-
tify some of the significant challenges, and illustrate potential pathways by describing develop-
ments underway at the Johns Hopkins University Applied Physics Laboratory (APL).

To accomplish complex goals, machines need 
intelligence—the ability to perceive and understand 
their environment, to decide on a course of action 
that best achieves the system’s design goals, to act with 
a degree of autonomy to carry out those goals, and to 
do all this as part of a team with humans and other 
machines. Although we are focused in this article on 
the advancement of intelligent systems that can perform 
complex tasks autonomously, we recognize that there is 
no such thing as a fully autonomous system. Autonomy 
results from the delegation of a decision to an autho-
rized entity to take action within specific boundaries.1 
To enable effective interaction and allocation of tasks 
among humans and machines, it is critical to develop an 
effective trust relationship.

Creating intelligent systems that can be trusted to 
operate autonomously in uncontrolled, open-world 
environments is a grand challenge for humanity. In 
this article, we explore the potential futures for trust-
worthy autonomous systems, identify some of the major 

INTRODUCTION
Popular narratives in books and movies portray a 

future in which machines act with levels of intelligence 
and autonomy that greatly exceed today’s technol-
ogy. Netflix’s I Am Mother offers a future in which an 
attempt to create robots to protect humanity inadver-
tently results in robots attempting to redesign our entire 
species to make it better. In contrast, Disney’s WALL-E 
presents a future in which robots play a key role in help-
ing humanity survive and return to Earth.

As compelling as these stories are, we can take for 
granted neither the advance of the technologies needed 
to achieve these futures nor the potential outcomes that 
could result. Institutions like APL play a key role in help-
ing to guide the advance of technology toward ensuring 
the security and prosperity of our nation—and human 
society more broadly—far into the future. This requires 
envisioning the outcomes we hope to achieve and guid-
ing the evolution of the enabling technologies toward 
integrating into the complex ecosystems in which they 
will operate.
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challenges, and use current developments underway 
at APL to illustrate potential pathways. We examine 
the potential for trustworthy autonomous systems to 
empower people through enhanced human–machine 
teaming. Then we explore the potential impacts and 
challenges in promoting global health and prosper-
ity and look toward accelerating discovery within and 
beyond or solar system. Lastly, we discuss the impor-
tance of developing an effective trust relationship with 
autonomous systems and offer concluding thoughts.

AUTONOMOUS SYSTEMS TOMORROW
Empowering People through Human–Machine Teaming

Humans and machines have different strengths and 
weaknesses. The human brain has evolved to perform a 
vast array of cognitive functions, enabling us not only to 
survive in a complex world but to set and achieve long-
term goals for society. Yet, as impressive as human intel-
ligence is, it is far from perfect. As behavioral economics 
teaches us, we can make irrational decisions that are 
not ultimately in our best interest.2 Our attention spans 
can be short and our perception of the world is inher-
ently biased. Our ability to evaluate a broad assortment 
of potential courses of action is limited. The bodies in 
which our brains reside have adapted for the particular 
conditions on the surface of our planet.

In contrast, machines can be constructed to operate 
in the vacuum of space or on the ocean floor but can’t 
gracefully adapt if conditions change too far beyond what 
human designers may have imagined. Machines can vig-
ilantly attend to complex data feeds for as long as they 
have power but don’t always focus on the right things. 
Machines can consider millions of possible courses of 

action but can’t evaluate the quality of their outcomes 
with the nuance of our best human decision-makers.

Effective teaming can elevate human capabilities by 
leveraging the unique strengths of humans and machines, 
but perfecting the human–machine partnership poses 
an enduring challenge (Figure 1). Making progress will 
require the development of machines capable of team-
ing on complex tasks in dynamic and uncertain envi-
ronments by maintaining shared situational awareness 
with human teammates informed by an understanding 
of their intent, capabilities, and current state.

A promising approach to creating human-aware 
machines is to enable them to measure human intent 
or state directly through physiological and neurological 
sensors. For the Defense Advanced Research Projects 
Agency (DARPA) Revolutionizing Prosthetics program, 
APL developed algorithms to derive robotic control sig-
nals for the Modular Prosthetic Limb (MPL) via neural 
activity measured through electrode arrays implanted in 
the motor cortex.3,4 Machine learning algorithms trans-
late these signals into motor intent and then into actions 
executed by the MPL. Through this coupling, the MPL 
has been controlled as an intuitive extension of the 
human body, performing manipulation tasks informed 
by an understanding of signals in the human brain and 
body as part of the overall operational context.

In many applications, human intent and state must 
be inferred even when they cannot be directly measured. 
Under DARPA’s Air Combat Evolution (ACE) program, 
APL is helping to create an intelligent tactical autopilot 
that can assist human pilots in a dogfight by perform-
ing tactical maneuvers learned autonomously in simula-
tion.5 Effective human–machine teaming in this kind 
of combat situation requires shared understanding of 
the task and the operating environment. The pilot must 
have a sufficient mental model of the autopilot capabili-

ties to ensure that they are 
evoked at the appropriate 
time. Conversely, the auto-
pilot must have some under-
standing of operator and 
commander’s intent, as well 
as the limitations and capa-
bilities of the pilot. Over-
coming these challenges can 
enable the human–machine 
team to achieve superhu-
man performance in many 
real-world applications, as 
illustrated by the culmina-
tion of DARPA’s AlphaDog-
fight Trials during which an 
artificial intelligence (AI) 
scored a 5-0 victory over a 
skilled F-16 pilot in a simu-
lated dogfight.6

Figure 1.  Human–machine teaming. Effective teaming can elevate human capabilities by lever-
aging the unique strengths of humans and machines, but perfecting this partnership poses an 
enduring challenge.
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Thought-control of complex systems and human– 
machine teaming in tactical combat offer compel-
ling examples of emerging capabilities that rely on 
effective symbiosis of human intelligence and AI. 
Thoughtful advancement of enabling technologies for 
human–machine teaming stands to enhance a broad 
range of applications in national security, space explora-
tion, and health. Achieving capabilities that are both 
effective and trustworthy will require addressing the 
challenge of ensuring that complex systems perform 
according to human intent even as they become capable 
of greater autonomy.

PROMOTING GLOBAL HEALTH AND PROSPERITY
The systems that support human populations, such 

as supply chains for food and health care, power and 
energy grids, water distribution, and evolving land use 
are increasingly complex and global in scale. Emerging 
trends are poised to stress our human–Earth systems in 
novel ways. Populations are increasing in some nations 
even as they are beginning to decrease in others.7 The 
climate is growing warmer and more variable, causing 
natural disasters with increasing intensity.8 The rapid 
spread of the novel coronavirus has demonstrated the 
vulnerabilities of our interconnected systems to biologi-
cal threats, as well as the inherent challenges in address-
ing them effectively.

Intelligent autonomous systems offer the potential to 
help address global challenges through a combination of 
large-scale analytics and coordinated action (Figure 2). 
While effective combinations of these two capabilities 
have yet to be demonstrated at scale, the viability of 
near-real-time analytics has been demonstrated through 
their use in recent responses to natural disasters and 
COVID-19.

Researchers from APL recently partnered with the 
Joint Artificial Intelligence Center (JAIC) of the US 
Department of Defense to aid in humanitarian assistance 
and disaster relief efforts after Hurricane Dorian struck 
in the fall of 2019.9 The APL team created deep-learning 
algorithms designed to find flooding, blocked roads, and 
damaged buildings by processing high-resolution over-
head imagery. Given the high-resolution imagery, the 
current automated analysis capability can quickly gener-
ate data products used to provide situational awareness 
during a disaster, which allows decision-makers to priori-
tize flyovers and other first-responder operations.

The widespread use of the Johns Hopkins Univer-
sity COVID-19 Resource Center10 is another powerful 
illustration of how large-scale analytics can help inform 
solutions that require coordinated behaviors across cities, 
states, and nations. The promotion of social behaviors 
such as social distancing to slow coronavirus transmission 
has been bolstered by the near-real-time feedback from 
analytics. The situational awareness visualizations and 
maps in the COVID-19 Resource Center are supported 
by a semiautonomous data collection infrastructure that 
continuously harvests global public health data on the 
outbreak.  Independent asynchronous collection agents 
feed a data fusion pipeline that includes embedded analyt-
ics for anomaly detection along with interfaces that sup-
port validation and error correction by human operators.

Advances in decision aids and robotic platforms may 
offer the possibility to leverage analytics like these to 
drive not only human action, as in these two examples, 
but also autonomous action by intelligent systems.

Unmanned ground, air, and marine platforms have 
advanced on a parallel path alongside the use of large-scale 
analytics. For example, it is increasingly commonplace to 
see the use of unmanned aerial vehicles by tactical teams, 
such as fire and rescue, to provide tactical situational 

awareness.11 The Center for 
Robot-Assisted Search and 
Rescue provides robotic sup-
port for disaster operations, 
such as debris clearing and 
search reconnaissance.12 
At present, robotic systems 
like these are transported, 
operated, and maintained 
by teams of roboticists. Fur-
ther advancements in the 
capabilities and resilience 
of intelligent systems may 
accelerate and enhance first 
response by automating the 
preparation of complex oper-
ating environments before 
the first human arrives and 
then providing persistent, 
self-sufficient support.

Figure 2.  Systems that support human populations. Intelligent autonomous systems offer the 
potential to help address global challenges through a combination of large-scale analytics and 
coordinated action.
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Successfully combining large-scale analytics with 
autonomous action could unlock new capabilities, such 
as swarms of intelligent systems that autonomously aid 
with reforestation by identifying fertile grounds from 
overhead imagery, planting seeds, monitoring growth, 
and adjusting local conditions within predetermined 
bounds. Distributed agents could dynamically optimize 
the physical placement, orientation, and maintenance 
of solar cells while also managing the power grids that 
they feed. Fleets of autonomous buoys fueled by micro-
plastics could patrol the ocean to monitor marine life, 
track down pollutants, and control carbon-sequestering 
algae blooms. Analogous to the more tactical examples 
of human–machine teaming, large-scale applications of 
intelligent autonomous systems will require the appro-
priate calibration of trust to ensure that the design goals 
of these systems remain aligned with beneficial out-
comes and that the limitations and risks are sufficiently 
understood and adequately accounted for.

ACCELERATING INTERSTELLAR DISCOVERY
Beyond assisting humans in tackling global chal-

lenges, autonomous systems are poised to help us deepen 
our understanding of our solar system and the universe 
beyond (Figure 3). As of September 4, 2020, Voyager 1 is 
the farthest-ranging spacecraft and is now at ~150 Astro-
nomical Units (AU) from Earth—that is, 150 times the 
distance between the Earth and the Sun.13 NASA has 
recently commissioned a study of the trade space avail-
able to a pragmatic near-term Interstellar Probe, now 
being conducted at APL. The aspirational goals for the 
Interstellar Probe include designing a mission to oper-
ate for 50+ years, with the capability to communicate 
data back to Earth at up to 93 billion miles away from 
the Sun (1,000 AU), all with technology that would be 
launch-ready no later than 2030.

At this distance from 
Earth, space exploration 
systems must also be able to 
fix themselves if something 
goes wrong. Advances in 
onboard autonomous fault 
management beyond those 
made over the past decade 
may be helpful as the op-
portunities for direct human 
intervention become in-
creasingly limited given the 
growth of the round-trip 
light time, and hence sig-
nificant delay in commu-
nications with Earth. For 
example, the APL-built 
MESSENGER spacecraft 
had a sunshade to keep the 

spacecraft from getting too hot while orbiting Mercury. 
If an attitude error occurred that exposed the spacecraft 
to the Sun, MESSENGER would have overheated in 
30 minutes. A similar issue experienced by the currently 
operating Parker Solar Probe spacecraft would require a 
recovery time of 10 seconds.

The NASA-funded Dragonfly mission, now in devel-
opment at APL, is scheduled to launch in 2026 and arrive 
at Saturn’s moon, Titan, in 2034.14 Dragonfly will require 
onboard systems to fly and land the rotorcraft on Titan, 
and subsequent flights on the surface will have to occur 
without Earth in the loop. This will be accomplished via 
a suite of sensors, actuators, and flight software applica-
tions responsible for autonomously executing flight pro-
files, assessing landing site safety, managing power, and 
addressing faults during flight. The system design lever-
ages heritage sensors, elements of the Parker Solar Probe 
autonomy system, and algorithms developed under the 
Autonomous Landing Hazard Avoidance Technology 
and Robotic Lunar Lander programs.15

In the case of the Interstellar Probe concept, oper-
ating at 1,000  AU means a round-trip light time of 
11.5 days and severely limited telemetry rates. Current 
data compression techniques will likely allow acceptable 
data downlink; however, to fully utilize the instruments 
Interstellar Probe might fly, more significant compres-
sion on the order of 100:1 may be required. In addition 
to its improved fault tolerance, this mission concept 
may be enhanced by algorithms capable of analyzing 
instrument data onboard the spacecraft and making 
autonomous decisions as to which data to transmit back 
to Earth—including those that contain anomalous or 
unexpected results.

While the level of AI and autonomy required for 
Interstellar Probe may seem advanced, space systems 
developed over the last 60 years show a clear trend in the 
direction of the required technological advancements. 

Figure 3.  Systems that advance our understanding of space. Autonomous systems are poised to 
help us deepen our understanding of our solar system and the universe beyond.
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Starting in 1996 with the Near Earth Asteroid Ren-
dezvous (NEAR) mission, these system elements have 
been implemented with autonomy rules, macros, storage 
variables, and computed telemetry that can be uploaded 
directly to the spacecraft (personal communication, 
T. Adrian Hill, APL). Space exploration systems have 
become more and more sophisticated over the past two 
decades—autonomous decisions and actions made by 
future systems will increasingly influence the direction 
of our scientific investigation and understanding.

TRUSTING AUTONOMOUS SYSTEMS
In the previous sections, we explored the poten-

tial value to society if we are successful in advancing 
intelligent autonomous systems. Yet, realization of this 
potential requires trust—from the individual level to 
the societal level. Developing trust between humans 
and autonomous systems is a complex undertaking 
that includes both ensuring that the technology itself 
is developed with trustworthy characteristics and that 
society is employing the technology in a trustworthy 
way. Underlying this trust relationship, there is potential 
danger in over-trusting systems (i.e., delegating tasks to 
systems that are not capable of performing them reliably) 
and potential inefficiencies through under-trusting sys-
tems (i.e., failing to delegate tasks to systems when there 
is a clear benefit over the best alternative).16 Achiev-
ing an optimal trust relationship between humans and 
machines will require targeted advancements across the 
full technology cycle,17,18 as well as the associated legal, 
ethical, and policy frameworks.

Understanding the trustworthiness of autonomous 
technologies can be particularly challenging for mili-
tary systems where operators must have some idea of the 
environment and mission states under which a system 
is capable of performing a particular task.19 Distin-
guishing one state from another for a complex system is 
not straightforward. Whereas people often understand 
state at the semantic level (e.g., “day” versus “night”), 
machines experience environment states as statisti-
cal distributions of input variables and sensor mea-
surements interpreted according to complex code and 
parameters, some of which may have been programmed 
explicitly while others may have been generated through 
machine learning.

Given these complexities, systematically equipping 
operators with a mental model of how an intelligent 
system will perform as a dynamic function of environ-
ment state is yet another enduring challenge. Making 
progress will require new perspectives, methods, and 
technologies over the entire life cycle of the system from 
research, design, and development through test and eval-
uation, operation, and maintenance. Current research 
underway at APL seeks to advance testing and evalu-
ation capabilities for intelligent autonomous systems, 

such as onboard watchdogs,20 advanced “simulation to 
reality” capabilities,21,22 and scalable formal methods 
techniques.23 (See the short article by Kouskoulas et al., 
in this issue, for a glimpse into some of APL’s work in 
formal methods).

Recognizing the critical role of trust in realizing 
the full potential of intelligent systems, Johns Hopkins 
University has recently established the Johns Hopkins 
Institute for Assured Autonomy (IAA) to drive toward 
a future where autonomous systems are trustworthy 
contributors to society. By working across the entire 
spectrum of foundational research to application, IAA 
focuses on the complex intersections among technol-
ogy, ecosystem, and policy and governance to advance 
the foundational underpinnings for calibrating trust 
in autonomy. See the article by LaPointe et al., in this 
issue, for more on the IAA.

CONCLUSION
Intelligent systems are already having a tremendous 

impact on society. In this article, we explored applica-
tions where future advancements could have an even 
greater impact by empowering individuals through 
human–machine teaming, addressing challenges 
that span large geographic scales, and accelerating 
interstellar discovery.

These futures are by no means guaranteed and will 
require focused investments to thoughtfully advance 
the ability of machines to perceive and understand their 
environment, make complex decisions that align with 
human design goals, and team with humans in carrying 
out complex tasks. To create systems that are worthy of 
trust, we must adapt the entire technology life cycle to 
align with societal goals and institutional best practices. 
To appropriately calibrate our trust, we must integrate an 
understanding of technological capabilities and limita-
tions into our legal, ethical, and normative frameworks. 
Making meaningful progress along all these fronts will 
enable us to continue turning what may seem like science 
fiction today into trustworthy capabilities tomorrow.
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