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Controller area networks (CANs) have been used since the mid-1980s to connect
microcontrollers and allow them to exchange data in an error-resistant manner. Until
recently, their use has been limited to industrial and automotive applications. The
Polymer Battery Experiment (PBEX) is a small spaceflight system developed at APL
that will use a CAN to interface its telemetry and command system to the spacecraft
computer. This type of network is attractive for space applications because of its built-
in error detection and because it is a two-wire network, which helps to reduce spacecraft
weight. This article describes the PBEX CAN and discusses the implementation issues
that were encountered during the design of the experiment. (Keywords: Controller area
network, Spacecraft systems, Telemetry.)
INTRODUCTION
A telemetry and command system on an instrument

or experiment serves a dual purpose: it gathers and
formats output data and it executes uplinked command
messages. Telemetry must be converted to digital form,
and formatted for transmittal and/or storage. Com-
mands must be checked for validity, decoded, and im-
plemented. Verification of command execution may
also be required. In the past, these functions were often
centralized within the spacecraft computer. Now, how-
ever, it is more common to see spacecraft in which each
experiment performs its own command and telemetry
handling while the central computer acts as a scheduler
and coordinator. This has been made possible by ad-
vances in electronics miniaturization and the advent of
small and powerful microprocessors.
214 JOH
The two main advantages of placing these functions
within each experiment are that the processing power
of the spacecraft computer is freed for more demanding
applications, such as attitude determination and auto-
navigation, and that the size of the spacecraft electrical
harness is significantly reduced. In a centralized system,
at least one wire is required in the harness for each
telemetry item and for each command. In a complex
spacecraft, this can make for a very large and heavy
harness. When the control is distributed, these wires
typically become traces on a printed circuit board,
which is a much more compact medium than a cable
harness. The interconnection between the spacecraft
computer and the experiments can now be reduced to
a few control and data lines. This simplicity does come
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at a price, however. The experiments must become
more complex, and protocols must be developed to
communicate with the spacecraft computer. The differ-
ences between the two architectures are made apparent
in Figs. 1a and b.

One protocol for data communications is the con-
troller area network (CAN) developed by the German
company Robert Bosch1 in the mid-1980s and updated
by Philips Semiconductor.2 This protocol is a two-wire
serial data communications specification that allows
microcontrollers distributed throughout a system to
exchange data over cable lengths of up to 40 m
with a maximum transmission speed of approximately
1 Mbit/s.2 Longer lengths are attainable by decreasing
the data rate. The protocol was originally designed for
microcontrollers and smart sensors within automobiles
to communicate with each other, but it has since be-
come widely used in industrial control applications.

 A small spaceflight experiment developed at APL,
the Polymer Battery Experiment (PBEX),3 is using a
CAN to communicate with the spacecraft computer.
The experiment will test the performance of advanced
rechargeable polymer batteries in the space environ-
ment and will be launched onboard the PicoSat space-
craft being built at Surrey Satellite Technology, Ltd., in
Great Britain. This article discusses the hardware and
software design issues that were involved in implement-
ing the experiment’s telemetry and command interface.
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Figure 1. Spacecraft telemetry and command system architec-
tures: (a) centralized, (b) distributed.
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CAN-BASED TELEMETRY AND COMMAND SYSTEM

OVERVIEW OF THE CONTROLLER
AREA NETWORK PROTOCOL

CANs are composed of a number of nodes connect-
ed together in a daisy-chain fashion by a pair of shielded
or twisted wires. Logic levels are derived from these two
wires differentially. That is, logic 1 is represented by a
positive voltage difference between the signals on the
two wires, while logic 0 is given by a negative voltage
difference.  CAN messages are transmitted serially over
the bus from one node to all other nodes. Each message
contains a header with an identifier that specifies the
contents of the message (e.g., input voltage, state of on/
off switch, switch batteries to “on,” etc.). Using this
identifier, a node will filter out all messages except
those that are intended for it. The way a node filters
out messages depends on the type of CAN protocol
implemented. Two different types exist: basic CAN and
full CAN.

In basic CAN, a node is interrupted every time it
receives a message. It must then examine the message
identifier to determine if the message is relevant to the
node. In a full CAN implementation, hardware filters
all messages at the front end of each node screen and
only interrupts the node’s microcontroller when the
identifier matches one of those to which the node
responds. This implementation of the protocol is much
preferred over basic CAN because it simplifies software
programming for the nodes. Most commercially avail-
able CAN microcontrollers now support full CAN.
The identifier also helps eliminate bus contention,
which occurs when two nodes try to transmit data over
the bus simultaneously. In a standard serial bus, this can
cause damage to electronic components. With a CAN
system, though, the message with the lowest identifier
has the highest priority. Therefore, if two nodes try to
transmit a message at the same time, the message with
the lowest identifier will take control of the bus and
prevent the other message from being transmitted.

Another advantage of CAN is that error detection
is built into the protocol. There are four types of error
flagging. Cyclic redundancy codes are computed for
each message and transmitted as part of the message.
The receiving node also computes this code and detects
an error if there is a mismatch. Additionally, formatting
bits within the message must have certain values or the
message will be discarded as erroneous. Stuffing bits are
also inserted after any five consecutive bits having the
same value. Therefore, an error will be raised if a re-
ceiver detects six or more identical bits in a row. Finally,
a send-and-acknowledge scheme performs further error
checking. When a node receives a message, it must
acknowledge its successful receipt by driving the bus
low for a specified amount of time. The transmitting
node will continue to transmit the message until it
999) 215



F. C. DUMONT, J. J. SUTER, AND P. D. SCHWARTZ

receives this acknowledgment or until a specified
amount of time has passed. If a message is found to be
in error, instead of acknowledging it, the node that
flagged the error will send an error message to all other
nodes, including the original transmitter. This will
abort transmission of the message and will alert all of
the nodes that the message is erroneous. The data and
formatting fields of a standard CAN message frame are
shown in Fig. 2.

POLYMER BATTERY EXPERIMENT
TELEMETRY AND COMMAND SYSTEM

Controller Area Network Implementation
PBEX implements the full version of the CAN pro-

tocol. However, the identifier of a message has a slightly
different meaning in the PicoSat network than that
defined in the CAN specification. Instead of a unique
identifier being assigned to each of the possible mes-
sages in the system, in the PicoSat implementation, the
identifier represents the node, or experiment, for which
the message is intended. PBEX is just one of the nodes
on the network. Further formatting within the data
field of the message describes the source, type, and
content of the message. As would be expected, the
message type specifier identifies whether the message
contains a command or a telemetry item. For each
message that is transmitted over the CAN bus, a
matching return message is sent in the opposite direc-
tion to either acknowledge the message or to indicate
that it is invalid. Thus, six types of messages are defined
for PBEX:

• Telemetry request
• Telemetry request acknowledgment
• Telemetry request error
• Command
• Command acknowledgment
• Command error
Hardware Description

At the heart of the PBEX telemetry and command
interface is a 16-bit microcontroller, the Siemens
SABC167CR. This microcontroller has an integrated
CAN protocol module that is configured to transmit
data at 1053.257 kbps, which is right at the limit of
achievable data rates. Data sent over the CAN bus are
received by this module, checked for errors, and
checked for a matching identifier. This is done entirely
in hardware. If no errors are found and the message
identifier is valid for PBEX, an interrupt is generated
to alert the microcontroller that a new message has
arrived. The CAN module has 15 message buffers that
can be configured as either receive or transmit buffers.
Because all messages sent to PBEX will have the same
identifier, only one receive buffer is enabled. A second
message buffer is configured as a transmit buffer for
responding to all messages sent by the spacecraft com-
puter. Figure 3 shows a functional block diagram of the
PBEX telemetry and command interface.

The spacecraft requests eight analog telemetry items
and one digital item from PBEX every 10 s. Since each
telemetry item is 16 bits wide, this translates to a data
rate of 152 KB per day.  Another option would have
been to let PBEX transmit these data without the need
for a request, which would further decrease the load on
the spacecraft processor. Although this was allowed, it
would have required synchronizing the PBEX clock
with the spacecraft clock and the added complexity was
undesirable. The analog data items represent the volt-
ages, currents, and temperatures of the two batteries
located within the experiment. The digital item is made
up of the status bits (on/off) for six relays. Analog
telemetry items are converted to digital data by the
microcontroller’s integrated 10-bit analog-to-digital
converter. Commands can be either relay commands or
internal state commands. Relay commands cause the
microcontroller to produce pulses, which are amplified
to switch the state of electromechanical latching relays.
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Figure 2. Controller area network standard message frame. (SOF = start of frame, RTR = remote transmission request bit, DLC = data length
code, CRC = cyclic redundancy code, ACK = acknowledge bit, EOF = end of frame, Int = interval, and r0, r1 = reserved bits for future use.)
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Internal state commands change the value of variables
in the experiment’s software. These variables are pa-
rameters used in the experiment as part of its auton-
omous battery charging algorithms. A total of 31 dif-
ferent commands are defined for PBEX.

As mentioned earlier, a CAN-based telemetry and
command system reduces the size of the electrical
harness between the spacecraft computer and the ex-
periments. If a centralized approach had been used
instead, PBEX alone would have required 14 individual
wires for its telemetry and 31 wires to receive com-
mands. The two wires required in a CAN implemen-
tation represent a 96% savings in harness weight.
Given that PBEX is the simplest of the subsystems on
PicoSat, the overall weight reduction is even greater.

Software Description
The PBEX flight software is built

around a main loop that repeats
indefinitely. This loop is structured
in a deterministic fashion to ensure
that central processing unit re-
sources will always be available for
the current task. To do this, the
loop is divided into 10 tiers of equal
length. Each tier is guaranteed to
last 100 ms by starting a timer upon
entering the tier. If the task finishes
before the timer expires, the tier
waits until the time is up before
passing control to the next tier.
With 10 tiers, the main loop is
guaranteed to repeat every second.
This makes software debugging and
timing analysis much simpler be-
cause the particular task being per-
formed at a certain time is always
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Figure 3. Polymer Battery Experiment telemetry and command interface.
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known. It is not dependent on
what interrupts have occurred in
the system. This type of software
architecture is relatively insensi-
tive to changes in the system clock
speed. The only change that would
be required for a different clock
would be the hexadecimal reload
value of the 100-ms timer. Figure 4
illustrates the structure of the
PBEX main loop.

Only two types of tiers exist in
this structure: Check Mailbox and
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value is compared against a limit that has been set for
each battery to determine if it is time to switch from
charge to discharge mode or vice versa. The tier also
checks the battery temperature to ensure that it does
not exceed a safe limit. If it does, the tier disconnects
the battery from its circuit. All of the limits for the
batteries can be changed by command from the ground.

Although these functions are relatively simple, it is
easy to see that they would consume valuable spacecraft
processing time if they had to be performed by the
spacecraft computer. The advantages of a distributed
telemetry and command system are evident. The reduc-
tion of the spacecraft computer’s load offered by a
distributed system is difficult to quantify since, for
example, the process of getting a telemetry item is
shared between PBEX and the spacecraft computer. But
if we consider just the Battery Safing tier, with a cen-
tralized system the spacecraft computer would have to
spend 100 ms out of every second checking the limits
for the batteries and acting accordingly. This alone is
a 10% savings in processing time. If it had to perform
the same sort of tasks for the three other experiments
on PicoSat, a 40% savings would be realized by a dis-
tributed system.

CONCLUSION
CANs are an attractive method to connect the
218 JO

experiments on a spacecraft because of their inherent
error detection capabilities and because of the large
degree of flexibility they offer for configuring a space-
craft’s telemetry and command system. However, the
one drawback to using them is that the available mi-
crocontrollers that incorporate a CAN protocol mod-
ule are all commercial components. Their susceptibility
to ionizing radiation may be a problem. PBEX will
determine how much of a problem this is for the
Siemens SABC167CR microcontroller. Unfortunately,
chip manufacturers will not invest in radiation harden-
ing of their components until there is a proven market
for them. And this market will not be established unless
the gains realized from using a CAN network are made
apparent to spacecraft developers. It is our hope that
the success of PBEX will demonstrate those gains.
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