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IMAGE FORMATION FROM SP ACEBORNE 
SYNTHETIC APERTURE RADAR SIGNALS 

The transformation of synthetic aperture radar (SAR) phase history data into images is a signifi­
cant signal processing problem. APL is one of a relatively few facilities that can digitally process sat­
ellite SAR data. Development of the processor requires the availability of a high-speed computer system 
and the use of complex algorithms for efficient operation. The algorithms, in essence, perform a two­
dimensional convolution of the radar returns with a nonstationary matched filter. The resultant im­
age quality depends on the accuracy maintained in reconstructing the complete radar signal phase 
history and in compensating for such effects as beam squint, earth rotation, and range cell migra­
tion. This article describes in some detail the APL processing algorithms and implementation tech­
niques. Examples are presented to show that the processor attains theoretical resolution limits. 

INTRODUCTION 

On June 28, 1978, NASA launched Seasat, the first 
earth-orbiting satellite specifically designed for remote 
sensing of the oceans. Seasat carried instruments to per­
form five integrated experiments intended to charac­
terize the oceanographic environment (surface winds, 
wave fields, cloud cover, and water features). lOne of 
the instruments 2 was unprecedented: a synthetic aper­
ture radar (SAR) that produced a wealth of data that 
is still being processed and analyzed. The variety and 
detail of features in Seasat imagery of both land and 
ocean were unexpected, spawning new theories that are 
still being constructed, debated, and tested. 3 Similar 
instruments, Shuttle Imaging Radars (SIR), were 
launched in 1981 (SIR-A) and 1984 (SIR-B), and more 
are planned for launches into the 1990s by NASA, the 
European Space Agency, Canada, and Japan. 

SAR images are of intense interest in many disciplines 
(geology, oceanography, hydrology, archaeology, etc.). 
However, significant signal processing is required to 
produce intelligible imagery from raw radar signals. 
This article will describe the computer algorithms that 
were developed and implemented at APL to produce 
SAR images from a variety of instruments carried on 
both spacecraft and aircraft platforms. The APL pro­
cessor provides a versatile test bed for experimentation 
with processing and information-extraction algorithms 
to determine target attributes from radar data. 

BACKGROUND 
The processing of raw data to form a SAR image 

can be accomplished using optical equipment or a dig­
ital computer. In the former case, the radar output sig­
nal is recorded as intensity modulation on photograph­
ic film. This "signal" film is then illuminated by a spa­
tially coherent light source, and the transmitted light 
is focused using conical and spherical lenses that pro-
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vide an appropriate phase shift for each point of the 
radar signal history. The specially designed analog 
equipment can operate essentially in real time, produc­
ing images in hard or soft format. Optical SAR pro­
cessing was used in the earliest SAR systems and is still 
commonly employed for "quick-look" surveillance 
and cataloging. 

Digital processing, on the other hand, presents an 
intensive computational challenge. Real-time process­
ing of SAR signals from space platforms is regarded 
as feasible, but to date it is an unrealized goal. Never­
theless, because of its great flexibility, accuracy, and 
stability, digital SAR processing is currently of great 
interest. 

In 1981, APL acquired a then-unique computer re­
source, one of the first Floating Point Systems FPS-
164 attached array processors. Linked with a VAX-
111780 mainframe (Fig. 1), the system provides pipe­
lined computational speeds of 11 megaflops, a large 
array processor memory of 1.7 megawords (64 bits), 
and a large library of Fortran-callable subroutines. 
Due in part to the availability of this powerful com­
puting resource, APL was asked by the Defense Ad­
vanced Research Projects Agency to develop a digital 
algorithm for SAR image processing of raw radar sig­
nals. After reviewing the information generally avail­
able and after investigating the possibility of acquiring 
a commercially available code, it was decided to de­
sign and implement a custom algorithm for our specific 
resources and requirements. 

The processor was designed to be highly modular 
(allowing easy adaptation to different signal sources) 
and to make extensive use of the FPS-164 mathemat­
ics library routines optimized for the array processor. 
The Seas at SAR was selected as the first signal source 
because the data were readily available and the pro­
cessing problem was general and demanding. To date, 
the basic processor has been successfully employed 
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Figure 1-VAX-11/780 computer (right) and FPS-164 attached 
processor (left). 

with data from Seasat, SIR-A, SIR-B, and the Cana­
dian CV -580 aircraft. 

SAR SIMPLIFIED 
The key elements of SAR can be understood in the 

following simple overview. Suppose a radar is carried 
on a vehicle at an altitude, h, and views the earth as 
shown in Fig. 2. The radar looks down and to the side 
and has an along-track field of view determined by the 
antenna beamwidth, 0 B. For large time-bandwidth 
systems, the range resolution, or, is or = e/ 2Br , 

where e is the speed of light and Br is the bandwidth 
of the system pulse. Thus, or can be made quite small 
(on the order of a few meters) by using a large band­
width. On the other hand, the along-track resolution, 
ox, for a real aperture radar is of the order of ox = 
hAIL, where A is the radar wavelength and L is the 
physical antenna aperture. For reasonable values of 
h = 800 kilometers and A = 0.235 meter (the Seasat 
values), attaining a ox value of even 1 kilometer re­
quires an antenna length, L, of 188 meters, which is 
inconveniently large. 

However, SAR systems resolve this difficulty. The 
attainable resolution in along-track time, 07, is 07 = 
1/ BD , where BD is the Doppler spectrum bandwidth, 
a result that will be derived below. The Doppler spec­
trum is caused directly by viewing a target from differ­
ent aspect angles as the vehicle moves. In order to 
realize the SAR effect, this Doppler spectrum must be 
produced, which requires two crucial elements: (1) the 
radar must be side-looking (head-on aspect produces 
an along-track measurement that is redundant with the 
range measurement), and (2) the radar must be time­
coherent from pulse to pulse. Then the radar return 
from a point at slant range, r, from the radar will have 
an exploitable phase, </>(7), of </>(7) = 471"r(7) / A, where 
7 is the time along the vehicle track. The Doppler fre­
quency, fD' is fD = - 1>(7)/ 271" = - 2r( 7) / A = 
- 2 VOl A for small values of 0, where V is the vehicle 
speed and 0 is the angle of the ray from the radar to 
the ground point in question, measured relative to the 
radar beam center . Since the field of view is limited 
by the real antenna length, 10 I < 0 B 12 = A/ 2L, then 
BD = 2VIL, and ox = V 07 = L 12. Thus, for ex­
ample, a SAR system with a real antenna length of 11 
meters (Seasat) provides a system resolution of 5.5 
meters. In contrast, the same system using only the 
real aperture would have a system resolution of hAIL, 
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Figure 2-Simplified geometry of radar vehicle in flight over 
a target surface. 

or approximately 17 kilometers. The advantage of 
SAR is obvious. 

THE SAR SIGNAL 
In order to understand in some detail the SAR pro­

cessing algorithm, it is necessary to understand the na­
ture of the raw radar signal. Consider the situation 
shown in Fig. 3. Here a satellite at altitude, h, flies 
in a locally circular orbit over a nominally spherical 
earth. Let the ground coordinate system be as shown, 
where ro is the range between some arbitrary fixed 
earth point and the satellite at the point of closest ap­
proach, and 70 is the time at which the satellite pass­
es at closest approach. 

The radar emits pulses that travel to the earth point 
(70' ro) and are reflected back. The vehicle speed is 
much less than the speed of light, so the radar can be 
considered to be at a fixed position during the time 
that the pulse interacts with the earth point (this is the 
"start-stop" approximation). Now suppose that the 
radar emits a pulse waveform in time, t, with a com­
plex envelope, a (t, 7), where the time, 7, defines the 
satellite location (because its ephemeris is known), and 
let the origin of t be taken at , say, the time of trans­
mission of the mid-point of the pulse. Consider only 
one reflector at the location (70,ro) with complex 
reflectivity, a(To ,ro). Then the received signal is giv­
en by 

g(t,71T0 , ro ) = a(To,ro ) a[t - 2r(7)/e, 7] 

X exp ( - jwo [t - 2r( 7) Ie]} , 

where Wo is the carrier radian frequency of the radar 
pulse and r(7) is the slant range from the radar posi­
tion at the time T to the target at the position (TO ,ro). 
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Figure 3-Geometry of radar vehicle in flight past a hypothet­
ical isolated point target. 

Here the "start-stop" approximation is used, in that 
the round-trip travel distance is just 2r, independent 
of time within the pulse. The radar receives the scat­
tered pulse some tens of meters (40 meters for Seasat) 
farther along the track than where it transmitted the 
pulse. This introduces a bias of tens of meters in along­
track location of the final image, an effect that we shall 
ignore. 

The radar system is nominally linear, so that with 
a distributed reflectivity map, a(To ,ro), the received 
signal, g(t,7), is found from 

g (t, 7) = r r a ( 70, r 0 ) a [t - 2r ( 7) Ie, 7) J TO J RO 

X exp ( - jwo [t - 2r( 7) Ie)} drOd70 , 

tET,TET, 

where (To ,Ro) is the region of earth surface illumi­
nated by the radar beam with the satellite at the posi­
tion corresponding to the time, T, and (T, T) is the 
domain over which signals are collected. Thus, the raw 
SAR signal is modeled as a two-dimensional convolu­
tion of the complex reflectivity map, a(70 ,ro), with an 
impulse response (or Green's function) of 

h(t,7ITo,ro) = a[t - 2r(7)/e, 7) 

x exp{ -jwo[t - 2r(T)/e) J . 

THE IMAGE-FORMATION ALGORITHM 

It is desired to produce an image of la(70 ,ro) I, or 
of its square, the intensity map. This requires im­
plementing the inverse Green's function, h -I, and us­
ing it to process the radar data: 
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a(To,fO) = ) T L g(t,r) h-' (ro,fo It,r) dt dr, 

where, by definition, 

)T L h-'(ro,fo It,r) h(t,rlro',fo') dtdr 

= 0(70 - 70" ro - ro'), 

which is the Dirac delta function. 
It is important to note that a description of how to 

treat the raw data, h (t,7 17a ,ra), from an isolated 
point target, a(To ,ro) = OCTO - 7a, ro - r6), to pro­
duce the image of that point target is sufficient to de­
scribe how to implement h - I as applied to all the 
radar signals, and hence the whole SAR processing al­
gorithm. Note particularly that this argument assumes 
only linearity of the radar system, not stationarity (i.e., 
h(t,T 170,ro) -;C h(t - 2role, 7 - 70). This nonsta­
tionarity of the "filter," and thereby its inverse, is 
responsible for a considerable amount of the complex­
ity of the processor algorithm. 

Consider, then, the response of the radar to a sin­
gle point target. This is 

g(t,T) = a[t-2r(7)/e, 7) exp{ -jwo[t-2r(T) Ie)} . 

To achieve fine range resolution, the radar transmits 
a pulse s(t), with a large time-bandwidth product, 
typically a linear-frequency modulated (chirped) si­
nusoid: 

It I :::; /j.t12 , 

where fo is the carrier frequency of the pulse, Kr is 
the frequency sweep rate, and where t = 0 for the 
pulse, k, is taken at the along-track time, 7b of the 
pulse mid-point. The rate of change of phase is fo + 
Krt, and the nominal bandwidth is Br = Kr(.6.t) cen­
tered at fo. The received pulse is 

g (t) = cos { 27rfo [t - 2r ( 7) Ie) 

+ 7rKr[t - 2r(7)/e)2J , 

It - 2r(7)/el :::; /j.tI2, 

and has the same amplitude spectrum as the transmit­
ted pulse. For ease in processing, this analog signal 
is down-converted to an intermediate frequency, fl , 
much less thanfo, withfl ~ Br 12. (For Seasat,fo = 
1275 megahertz, fl = 1l.38 megahertz (the "offset 
video frequency"), and Br = 19.0 megahertz.) 

The down-converted received signal, described by 

g'(t) = cos (27r[flt - 2r(T)/,,-) 

+ 7rKr [t - 2r( 7) le)2} , 

has a large time extent, /j.t, and offers no useful tar­
get range resolution. However, when correlated 4 with 
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an appropriate down-converted replica , s' ( - t) , 
(matched filtering), the resulting output is 

D.t (sin 7rBr [t - 2r( r) Ic] 
s' ( - t)*g' (t) ::::; 2 Re 7rBr[t _ 2r(r)/c] 

x (exp[ ~ j4..-r( r) fA) )[exp(j2..-fl 1)]) , 
It - 2r(r)/cl :5 D.t , 

where * represents the operation of convolution. The 
approximation is valid, provided that BrD.t = K rD.t 2 

;p 1/ 7r , which is well satisfied in practice. 
This basic result is a signal at the intermediate fre­

quency with a complex envelope of nominal 3 decibel 
width, Ot, of Ot = 11Br centered at to = 2ro l c. The 
envelope can be detected by left-shifting the signal by 
an amount equal to f1 . The position of the peak am­
plitude of the result then measures ro to a precision, 
or, of or = cOt 12 = cl2Br (the system slant-range 
resolution), while the value at that instant (dropping 
D.tI 2) is the complex number exp ( - j47rro I },,). Thus, 
this "range compression" or "de-chirp" operation has 
resulted in a filter output localized in range at the val­
ue, ro, corresponding to our hypothesized isolated 
point target and has realized one dimension of the re­
assembly of the point-scattered radar return. 

It is interesting to illustrate the process of range com­
pression using a digitally processed Seasat scene near 
the Goldstone Tracking Station in the Mojave Desert 
of California (Fig . 4). The bright reflecting object evi­
denced by the cross to the left of the center of the fig­
ure is the SAR image of a 26 meter antenna. The 
antenna is so bright relative to its surroundings that 
it is easy to trace its signature throughout the various 
phases of the processor . The actual time waveform of 
the received reflection, g (t), from the Goldstone an­
tenna for one radar pulse is shown in Fig. Sa; the cor­
responding matched filter output is shown in Fig. Sb. 
It is important to remember that the compressed range 
data for each pulse are complex data of the form 
exp[ -j47rr(r)/ }"] , and that, because the radar is coher­
ent from pulse to pulse, these complex data exhibit the 
phase history of the target in terms of the slant range 
at each pulse. The next step is to compress the data 
along the flight ("azimuth") direction. 

The azimuth compression procedure is entirely anal­
ogous to range compression. The range-compressed 
point target signal is exp[ - j47rr(r) I},,], for values of 
r such that the target is in the real antenna beamwidth. 
Recalling that r(r) = r(r Iro, ro) and designating rc as 
the time at which the target is at the center of the beam, 
then, to the second order of a Taylor expansion, 

where 
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Figure 4-Seasat SAR image of a 50 x 70 kilometer region 
of the Mojave Desert showing Goldstone antenna (located 
at the cross to the left of center) . 
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Figure 5-Range compression: (a) received reflection of Gold­
stone antenna; (b) Goldstone antenna target after range com­
pression . The time history of the return from a single radar 
pulse is shown. 

Defining the center frequency of the Doppler spec­
trum, fDc' the Doppler frequency sweep rate, Kaz ' 
and the time extent of the Doppler signal, D.r, 

fDc = - 2;'cl}.., Kaz = - 2i-~ /}.., D.r = rJ)BIV, 

and substituting the above expansion of r(r), we ob­
tain the complex output of the range compression 
filter, 

l
exPl - j 47rr(r) / }..] = [ex p(-j47rrcl }")] x 

= [expU27rfDc(r-rc ) +j7rKaz (r - rc )21l , 

Ir - rc I :::s D.r 12 

o elsewhere, 
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which is of the form treated earlier in the range dimen­
sion; i.e., we have a linearly frequency modulated wave­
form covering the band, BD, where BD = IKazLhl 
centered at IDe' with the time and frequency being 
along-track flight time and Doppler frequency. 

Thus, azimuth compression involves applying a 
matched filter with an impulse response of 

171 ~ ~7/2 , 

to the range-compressed signals. (The radar pulse repe­
tition frequency (PRF) provides a natural sampling of 
the azimuth signal.) The matched filter output, assum­
ing no aliasing (i.e., PRF > BD ) is the sequence of 
samples of 

- [exp(j27fIDe7)] 

x (exp[ -j27f(2re /A + IDe7e )]} 

17 - 7e I ~ ~7/2 . 

The amplitude of this signal peaks at 7 = 7e and has 
a width, 07, of 07 = l IBD , which is , thereby, the sys­
tem along-track time resolution, where BD , the sys­
tem Doppler bandwidth, is BD = IKaz I (~7). Again, 
the approximation is used that BD(~7) ~ 1I7f. (For 
Seasat, BD(~7) """ (1300)(2.5) = 3250.) The oscilla­
tory factor at the frequency, IDe, is of no conse­
quence if only Ib ( 7) I is of interest, as in reconstructing 
an intensity map. However, it can be removed by com­
plex demodulation in the 7 domain. 

Four practical effects mar the conceptual simplicity 
of the azimuth matched filter and account for most 
of the difficulty in building a SAR processor. First, 
the collected data are range ordered, pulse-by-pulse, 
but the azimuth filter requires access to the data in op­
posite order, which necessitates a transposition ("cor­
ner turning' ') procedure. Second, the slant range of 
the point target can change significantly while the tar­
get is in view, and the data corresponding to a partic­
ular point target migrate through range cells on se­
quential radar pulses. This is the "range migration" 
problem and requires that data for each azimuth 
matched filter (one for each value of re of interest) be 
assembled from along a curved trajectory in the (r, 7) ­
indexed data matrix. This is accomplished by re-index­
ing and interpolating through the data matrix at vari­
ous points. Third, the parameters IDe and K az are not 
necessarily known a priori and must be estimated from 
the actual data using the "clutter-lock" and "autofo­
cus" procedures. Finally, both IDe and Kaz depend on 
re , so that the azimuth filter changes over the image, 
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necessitating use of models for IDe(rJ and Kaz(re). 
These problems, together with details of the algorithm, 
are considered in the Specific Procedures section 
below. 

One final operation is often performed, "multi-look 
processing." As with any phase-coherent imaging sys­
tem, SAR is subject to "speckle noise," which appears 
as random light and dark patches caused by construc­
tive and destructive interference from object facets 
having a physical extent on the order of a wavelength. 
This "noise" pattern depends on the viewing angle, 
since the pattern of small-scale reflectors depends on 
aspect. Multi-look processing exploits the fact that im­
ages from data taken at different aspect angles will 
have independent speckle patterns. The independent 
image intensity patterns are added incoherently, with 
the result that the sum has reduced speckle. The com­
ponent mUltiple images are formed using data taken 
from separate intervals of the along-track radar beam, 
corresponding to sub-bands of the full available Dop­
pler spectrum. Figure 6 shows the filters used for 
single-look and four-look processing, and Fig. 7 shows 
the four independent looks at the Goldstone target. 
The four looks are registered at along-track times sepa­
rated by (fDi - IDj ) I Kaz where IDi and IDj are the 
center frequencies of sub-bands i and j, respectively. 
Figure 7 also shows the sum of the time-registered 
"looks ." 

PROCESSOR IMPLEMENTATION 
AND SPEED 

The overall processor logic is shown in Fig. 8, and 
the arrangement of the data flow is shown in Fig. 9. 
The host VAX-ll / 780 reads an entire range line of 
data into the FPS-164 memory (13,680 samples for 
Seasat). Each range line is fast-compressed using a 16K 
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Figure 6-Amplitude spectrum of filters applied to Doppler 
spectrum of compressed range returns: (a) single-look pro­
cessing ; (b) four-look processing . 

Johns Hopkins APL Technical Digest, Volume 6, Number 4 



30 
(a) 

25 

20 

CD 15 
0 

x 10 
OJ 

-0 

.~ 5 
Q. 

E 0 m 
OJ :r OJ 
m 
E 

:r 
5 

0 
0 10 20 30 40 50 60 70 80 90 100 

Relative range bins 

120 
(b) I I I I I 

100 t-- -

CD 
0 

80 - -
x 

OJ 
-0 

.~ 60 - -
Q. 

E 
m 
OJ 
OJ 

40 m - -
E 

20 - -

OL-__ ~I ____ L~~~~~ ____ I __ ~I __ ~ 
40 50 60 70 80 90 100 

Re lative range bins 

Figure 7-0utputs of azimuth compression filters for range 
bin at Goldstone target: (a) outputs of individual look filters 
in four-look processing; (b) result of time registration and 
summation of the four outputs. 

fast Fourier transform and is interpolated to achieve 
correction of the dominant (linear) component of 
range migration. (Interpolation is done as part of range 
compression by using one of eight different matched 
filters that produce delays of 0 through 718 of a range 
sampling bin, together with sample re-indexing.) The 
process is repeated for 128 radar pulses, at which point 
the FPS memory is dumped to disk, with each 64 con­
secutive range bins being written to a different file. 
The entire process continues until 8192 pulses have 
been compressed. Each disk file then contains 8192 
pulses of along-track data from 64 consecutive range 
bins. Each file is then read back into the FPS memo­
ry, one file at a time, and fast azimuth compression 
is carried out. No explicit corner-turning operation is 
needed. 
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Assemb le 
image 
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Figure 8-APL digital SAR processor, VAX-11/780, and 
FPS-164. FFT = fast Fourier transform; IFFT = inverse fast 
Fourier tran sform . 

The algorithm for estimating iDc involves least­
squares fitting of a model to representative Doppler 
spectra of raw uncompressed data. The particular 
model used depends on the specific radar system in 
question and on nominal platform parameters. In the 
autofocus procedure for determining Kaz, two 
"looks" (sub-bands of the Doppler spectrum) are pro­
cessed with a trial parameter value V2 in the model 
Kaz = - 2 V2 /ATc' and by correlation of the cor­
responding images a correction found 'for V2 (the 
"sub-aperture correlation" method). (Determination 
of these two filter parameters is discussed in more de­
tail in the Specific Procedures section.) The azimuth 
matched filter parameters are changed as r c steps 
across the swath. For Seasat processing, the filter is 
updated each 64 range bins. 

The quality of the resulting imagery can be assessed 
by examining the reconstruction of an isolated point 
target. The Goldstone antenna, while tutorially in­
teresting, is unsuitable for this purpose because the re­
ceiver is saturated and hard-limiting on this very bright 
(and large) target (Fig. Sa). However, a constellation 
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Figure 9-Data flow during (a) range compression and (b) az­
imuth compression. AP is the FPS-164 attached processor. 

of corner reflectors deployed on the (dry) bed of Gold­
stone Lake near the antenna provides a more adequate 
test. Figure 10 shows the reconstructed image of one 
of these reflectors, together with the image intensity 
plots as taken along range and azimuth cuts through 
the central pixel. The resolution and sidelobe struc­
ture thereby displayed correspond closely to the theo­
retical values attainable for the Seasat system. 

The time to produce a standard four-look 100 by 
100 kilometer Seasat image is about 5 hours, using un­
optimized Fortran code, which, although unoptimized, 
does take advantage of overlapped operations possi­
ble between the VAX-1l/780 and the FPS-164. The 
current production processor operated by the Jet 
Propulsion Laboratory is optimized for speed and re­
quires 2.7 hours, using three parallel AP120B process­
ors driven by anSEL host computer. This is still about 
580 times slower than real time. Processing in real time 
is currently feasible in dedicated hardware and is be­
ing developed at the Jet Propulsion Laboratory. 

DATA PRODUCTS 

The APL processor has been configured successively 
for Seasat, the SAR aboard the Canadian CV -580 air-
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Figure 10-Point reflectors on Goldstone dry lake, showing 
attained resolution and sidelobe structure in range and 
azimuth. 

craft, SIR-A, and SIR-B. Some images may be of in­
terest. 

In Fig. 11, we show an example of a Seasat scene 
with a subtle feature. The ship, observed in the Eng­
lish Channel on revolution 834, has a clearly evident 
Kelvin wake. More subtly, the transverse wake is visi­
ble as striations between the arms of the longitudinal 
Kelvin wake. The intensity has been plotted across the 
two sides of the Kelvin wake and the central turbu­
lent wake, with averaging longitudinally between the 
limits indicated by the white cross lines. The small in­
sets show the spatial autocorrelation function of the 
portion of the image hidden by the inset, which dis­
plays the processor impulse response function for this 
noise-like image. 

Figure 12 shows an X -band scene from the system 
aboard the Canadian CV -580 aircraft, while Fig. 13 
is an L-band scene from the same system flown over 
the Georgia Straits in British Columbia. 

Figure 14 shows a land scene near Montreal, viewed 
by SIR-B from the space shuttle. An enlargement is 
shown in Fig. 15, together with an indication of the 
resolution obtained by noise correlation. 

SPECIFIC PROCEDURES OF THE 
IMAGE FORMATION ALGORITHM 

As we have discussed above, the SAR processing 
procedure amounts to two-dimensional matched filter­
ing of the sampled radar data. Four practical prob­
lems arise in the azimuth (along-track) processing, 
which we will discuss here in some detail. These con­
cern corner turning, range migration, modeling and 
estimation of the azimuth matched filter parameters, 
and changes in the azimuth filter as a function of 
range. 
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Figure 11-Seasat English Channel scene, showing trans­
verse structure in ship wake and processor range and azimuth 
resolution and sidelobe structure as measured by noise au­
tocorrelation . 

The first problem, corner turning, arises because ra­
dar data are collected pulse by pulse and are stored, 
ordered first by range sample number and second by 
pulse number. This is what is needed for range com­
pression, but after that operation the data must be re­
ordered by pulse number first so that azimuth filtering 
can be done. As we discussed above, this reordering 
(corner turning) operation is carried out implicitly in 
our system by writing range-compressed data to disk 
files in an order that makes access for azimuth com­
pression convenient. 

Range migration occurs because data received from 
a point target (TO ,ro) at each pulse time, Tk, are per­
ceived at slant ranges rk (TO ,ro) and not at the actual 
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Figure 12-lmage of Ford Lake (Detroit), CV-580 radar. 

range from track, ro. Thus, the data from a point 
target lie on a curved trajectory described by 

which can vary over many range sampling intervals 
during the period that the point (TO ,ro) is in view, as 
illustrated in Fig. 16. The matter is further complicat­
ed because the trajectory parameters iDe and Kaz de­
pend on re , the point-target slant range at beam 
center. The data corresponding to a particular pulse 
time, T, are sampled and stored at memory locations 
corresponding to the complex range bin nearest the ac­
tual target slant range, r, for the particular time, T. 

The point target data needed for azimuth compression 
would lie along the nearly parabolic trajectory in the 
memory matrix illustrated in Fig. 16 and are not readi­
ly available. Therefore, it is necessary to interpolate 
the stored data to locations along that parabola and 
then to store the results at locations in memory that 
can be accessed conveniently in columns. This process 
is accomplished in two steps-first, removal of most 
of the linear range walk, and second, removal of the 
quadratic curvature and residual linear walk. 

First, a particular value of re is chosen, say the 
mid-swath value, r;. The corresponding Doppler cen­
ter frequency, iDe' is found from the model devel­
oped below. As shown in Fig. 17, at the azimuth time, 
T, the datum at the tail of each arrow along the cor­
responding range line is computed by interpolation and 
stored at the memory node at the arrow head. Thus, 
at the azimuth time, T , the data are shifted left by an 
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Figure 13-L-band image of internal waves in the Georgia 
Straits, CV-580 radar. 

Figure 14-SIR-8 image of Montreal. 

amount tl.r = - AfDe 7/2. Note that this does not re­
move the full amount of the linear range walk because 
a constant value fDe is used for all values of re, not 
simply for rc' . The residual will be removed later. 

The values at the arrow tails in Fig. 17 are comput­
ed by interpolating the available complex data sam-
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Figure 15-Detail from Fig . 14, also showing processor reso­
lution and sidelobe structure as measured by noise autocorre­
lation . 
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Figure 16-Range migration trajectory in the data matrix. 

pIes at the memory nodes . This could be done by 
interpolating the real and imaginary parts of the base­
band complex range data, but it is possible to com­
bine this step with the range compression filter, so that 
there is no separate interpolation step as such. 

Consider a (real or complex) band-limited function 
f(t) , with a spectrum of F(jw} = 0, Iw I> 7r/ tl.t, with 
tl.t so defined. This function is sampled to produce the 
(possibly infinite) sequence fn = f( ntl.t). Then 5 inter­
polated samples, f1(n+a)tl.t,], of f(t) are exactly 

gn = f( ntl.t + atl.t) 

L ft[sin 7r(n+a-I)]/7r(n+a-I) , 
1= -00 
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Figure 17-Nodes in the data matrix showing a scheme for 
nominal correction of the range migration effect. 

i.e., the discrete convolution of the given samples, in' 
with the (infinite) sequence 

hn = sin [7r(n + a)]/7r(n + a) . 

This discrete convolution can be computed with a 
"fast" convolution, using the fast Fourier transform. 
Assume that in ~ 0 only over 0 ::5 n < P and trun­
cate the interpolator sequence as hn = 0, In I > L. 
Using a fast Fourier transform size N ::5 P + 2L 
avoids "wrap-around" effects that can otherwise arise 
from the circular nature of fast convolution. Assum­
ing la I < 1 (which suffices), the sequence hn' n ::5L, 
is replaced by the equivalent sequence (for fast con­
volution) h~ = hn' n = 0, 1, .. . , L; h': = 0, n = 

L + 1, ... , N - L -1; hn' = h~ -N ' n = N -
L, ... , N -1. Then, except for truncation error, 

n = 0, ... , P - 1 , 

where FFT and IFFT indicate the direct and inverse 
fast Fourier transform operations, respectively. The 
truncation error is negligible for moderately large 
values of L (e.g., L > 50), for which case the largest 
neglected value of hn is 44 decibels below ho. 

Conceptually this interpolation operation is to be 
applied to the compressed baseband (complex) data. 
However, it could just as well be applied to the video 
offset carrier range data, which then allows the inter­
polation filter to be combined with the range compres­
sion filter. The fast Fourier transform of h~ yields a 
baseband complex interpolator spectrum that we shift 
to the offset video carrier by a right circular shift: 
{Hk } = FFTN{hn'}; HI: = Hk + N!2 ' k = 0, 1, 
... , NI2 - 1; H/ = Hk _ N!2 ' k = NI2, ... , N 
- 1. The coefficients HI: are now multiplied with the 
corresponding range-compression filter coefficients to 
produce a combined compression/interpolation filter. 

To maintain the required a to la I < 1, after inter­
polation, compression, and basebanding, it is neces-
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sary to re-index the rows of the complex (compressed) 
data array. This implements the integer part of the re­
quired shifts. Thus, in Fig. 17, drawn for the case iDe 
< 0, the bottom three rows are not shifted, the next 
three are shifted left by one cell, the next three are 
shifted by two cells, etc., through all rows. This shift­
ing simply amounts to storing each range line appropri­
ately at the output of the compression/ interpolation 
filter . 

Each row in general will be associated with a differ­
ent value of a: a = [~r]/ or, where [.1r] is the frac­
tional part of ~r, the required range shift, and or is 
the width of a complex range bin. To avoid the neces­
sity of computing the interpolating filter coefficients 
during data compression, a is quantized into eight 
equal levels, and eight interpolating filters are separate­
ly combined with the range compression matched fil­
ter. The appropriate one of these eight filters is used 
according to the value of a. 

After this process, the data corresponding to a point 
target at some arbitrary beam center slant range re lie 
within 1/ 8 of a complex range bin of the locus given by 

re - (A/2) (iDe - i De ) (7 - 7c ) 

(fJ(az 14) (7 - 7e ) 2 + AiDe ' 7e 12 . 

For Seasat, nominally K az = - 510 hertz per second 
and A = 0.235 meter. Over the 100 kilometer swath, 
liDc - iDe I $ 200 hertz, and for a point target, 
IT - 7e I $ 1.25 seconds. Thus, the data migrate at 

most over approximately 60 meters (i.e ., nine complex 
range bins) due to the mismq.tch of iDe and iDe' and 
at most approximately seven bins due to curvature. 
The term AiDe 7 e / 2 represents a skewing of the final 
image, which can be removed after azimuth com­
pression. 

The quadratic and residual linear range migration 
depend on 7 e . To remove this dependence, a fast 
Fourier transform is taken on each azimuth line of data 
to obtain a Doppler spectrum. Since the Doppler sig­
nal has a large time-bandwidth product, 

and the residual range migration correction needed is 

~'r - (A/2)(fDe - i De ){7 - 7e ) 

(fJ(az 14) (7 - 7 c ) 2 

- ( A/2Kaz ) (iDe - iDe)(f - iDe) 

(A / 4Kaz ) (f - iDe ) 2 • 

For each value of r e , the Doppler spectrum is as­
sembled from data located at range re + ~ ' r for 
each frequency, f. Interpolation is needed, since ~' r 
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is not usually an integral number of complex bins. Sim­
ple linear interpolation is used between the two range 
bins adjacent to rc + il'r. This finally corrects the 
last range migration term, and the spectrum is com­
pressed with the appropriate azimuth filter. 

The algorithm discussed above can be illustrated us­
ing the Goldstone image. Figure 18 shows the Gold­
stone target energy before and after re-indexing and 
interpolation to remove the nominal linear range walk. 
The curvature (quadratic) component is still evident. 
Figure 19 shows the Doppler spectra of the re-indexed 
data along columns (range bins) of memory. The two 
branches of the parabola, centered at two different az­
imuth times, 7) and 72' generate spectral content at 
frequencieslDl """ Kaz (7) - 7 0 ) and 1m """ Kaz(72 -

70)' After quadratic range curvature correction, these 
spectra merge into a single Doppler spectrum (Fig. 20), 
corresponding to data along the parabolic trajectory 
in memory. The azimuth compression filter can then 
be applied , with the result seen in Fig. 21. 

The azimuth filter parameters IDc and Kaz needed 
for range walk correction and azimuth compression 
are determined off-line. If precise satellite position, ve­
locity, and attitude (beam pointing) data were avail­
able, a calculation based on orbital mechanics could 
accurately determine slant range, r(7), to any target 
point, as well as ;(7) and i:( 7), and hence I Dc and 
Kaz' However, these orbital and attitude data are of­
ten either not available or are not available with suffi­
cient accuracy. It is necessary , therefore, to estimate 
IDc and Kaz directly from the radar data . 

Figure 18-Range migration of Goldstone antenna before and 
after nominal correction. 
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From orbital mechanics, the expression for r (7) can 
be found 6 in terms of the radar platform (satellite) 
position vector and attitude parameters and the coor­
dinates of the image point on the earth's surface. For 
a nearly circular orbit, the filter parameters as func­
tions of range are given (to a good approximation) by 

where h is satellite altitude, a) and a2 are certain 
constants, and 

where Vs is the satellite's speed in its orbit and R e is 
the local earth radius. 

Accepting these approximations, schemes can be de­
rived for automatic measurement of iDc ("clutter­
lock") and Kaz ("autofocus"). Raw (uncompressed) 
offset video range data are converted to baseband by 
discarding the negative-frequency portion of the cor­
responding spectrum and down-shifting the result from 
the video offset frequency to baseband. The resulting 
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Figure 19-Doppler spectra for three range bins through and 
adjacent to Goldstone antenna showing the effect of range 
curvature on Goldstone data. 

Johns Hopkins APL Technical Digest, Volume 6, Number 4 



250 

'b 200 

~ 150 
:::l 

co 
> 100 

50 

80 160 240 320 400 480 560 640 720 
Points X 10 

Figure 20-Spectrum of Goldstone data after correction for .­
quadratic and residual linear components of range migration. 
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Figure 21-Goldstone target after azimuth compression of 
Doppler spectrum with complete (linear and quadratic) range 
migration correction. 

complex data are used to form Doppler spectra by 
Fourier transformation in the azimuth direction for 
various constant slant ranges, without compensation 
for range migration. Specifically, some number of ad­
jacent range bins are selected (e.g., 10) and the cor­
responding Doppler amplitude spectra are computed. 
These 10 spectra are averaged, and the average am­
plitude spectrum is correlated with the antenna pat­
tern. The correlation peak is taken as an estimate of 
iDe at the mean re of the 10 bins averaged, using the 
assumption that the peak signal occurs at beam cen­
ter. This procedure is repeated some number of times 
(e.g., 50) uniformly spaced across the swath, and the 
resulting iDe values are smoothed using the model 
above to determine the unknown constants. The result­
ing formula then yields iDe at any re of interest across 
the swath. 

In the case of autofocus, some nominal value is cho­
sen for the parameter (3 in the model Kaz = (3/ re, and 
the full processing is carried out to produce an image 
in slant range and azimuth coordinates, over some two­
dimensional region chosen small enough that (3 is sen­
sibly constant in the corresponding data. The actual 
radar data will, however, correspond generally to some 
(3' ~ (3, so that the processed data will have azimuth 
compression filters mismatched by oK = K - K' = 
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«(3 - (3')/ r e = (0(3) / r e ' We need to measure 0(3 and 
correct (3. 

Suppose then that an azimuth line of data is avail­
able for which the true azimuth chirp rate is Kaz' and 
that these data are filtered with a mismatched com­
pression filter having a chirp rate, K;z . Then, for rea­
sonable values of mismatch 0(3, and especially in the 
(usual) presence of weighting for sidelobe control, the 
envelope of the' 'matched" filter output still has a clear 
peak, but not at 70' The image registers, not at 70, 

but with a shift: 

This relation suggests a multi-look (sub-aperture) 
correlation procedure to measure 0(3. In a multi-look 
system, the same image can be produced in two differ­
ent looks with two values of iDe' namely, the Doppler 
center frequencies of two of the looks, say iel and 
i e2' Corresponding azimuth lines in the two images 
are displaced relative to each other by 

Forming the cross-correlation function 

p (x) = E a ( r e' 7 + xr e ) ex ( r CJ 7) , 

I 

where I is a region in the (re, 7) plane and a(re' 7) is 
the image intensity, the function p(x) can be expected 
to peak at x = (fel - i e2 )0(3/(32, yielding a measure­
ment of 0(3, which then determines Kaz ' From the 
models of iDe (re) and Kaz(re ) thus determined, the 
azimuth filter constants are available for any re of in­
terest. In operation, the filters need to be updated only 
periodically, say once each 64 range bins across the 
swath. 

CONCLUSION 

The APL processor is still evolving. Nevertheless, 
the processor at this stage of development provides a 
reasonably flexible and efficient tool for investigating 
the SAR imaging process, and it is being routinely used 
as such. 
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