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APPLICATION OF COUPLED MODE THEORY TO 
ACOUSTIC SCATTERING FROM A ROUGH 
SEA SURFACE OVERLYING A SURFACE DUCT 

The technique of local normal modes can be used to obtain an exact numerical solution of the wave 
equation for the case of an oceanic waveguide that can possess both vertical and horizontal sound­
speed gradients as well as a time-varying, randomly rough sea surface. The solution is then applied 
to long-range propagation in a surface duct that is formed in the upper layer of the ocean when cer­
tain oceanographic conditions occur. When a duct forms, significant acoustic energy that can be­
come trapped in it propagates along it by repeated refractions and surface reflections and can be carried 
long distances. 

INTRODUCTION 

Issues in passive ocean acoustics 1 motivated the de­
velopment of the coupled mode model that we will dis­
cuss. Passive acoustic systems detect sound energy ra­
diated by a target. In the passive case, we must be able 
to describe long-range propagation in a surface duct 
over hundreds of miles. A description of the forma­
tion and characteristics of surface ducts will be dis­
cussed later. Suffice it to say now that a significant 
quantity of acoustic energy can become trapped in an 
upper layer of the ocean. The energy propagates along 
a surface duct by repeated refractions and surface 
reflections. Since the wave traveling along a duct in­
teracts many times with the surface, it is necessary to 
have a model that includes rough-surface scattering ef­
fects. Also, since variations in duct thickness can have 
a profound effect on the transmission of energy along 
the duct, we must be able to take into account the vari­
ation of the vertical sound-speed profile with range. 
The variation of oceanographic properties with range 
can occur for many reasons. 2 Since we are talking 
about acoustic propagation in surface ducts 500 to 800 
nautical miles long, the acoustic track could span wa­
ter in different latitudes or with different current cir­
culations. Also, large-scale eddies could disrupt the 
duct. 

Rough-surface scattering models can be divided into 
two groups. The first group consists of those with a 
rough surface overlying a homogeneous medium that 
extends to infinity. A point source is located either a 
finite distance from the surface or at infinity, in which 
case the incident waves are planar. Common to all 
these models is a single act of scattering from the rough 
surface. Once the incident wave interacts with the 
rough surface, it then propagates to infinity, never 
again interacting with the surface. Slight perturbations 
in the boundary can produce only slight distortions in 
the scattered field. 
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The second group of models can handle multiple 
scattering from a domain bounded either by two sur­
faces or by a scattering surface overlying an upward­
refracting medium. The source is still modeled as a 
point source, but now the wave propagating along the 
waveguide interacts repeatedly with one or both rough 
surfaces. Hence the field at the receiver is the phased 
sum of the waves multiply scattered by the irregulari­
ties that are distributed along the entire waveguide. 
Even very slight boundary perturbations can give rise 
to considerable distortions in the scattered field by vir­
tue of the accumulated effects of repeated scatterings. 
This is the situation in naturally occurring waveguides 
such as the ocean, particularly when a surface duct is 
present. 

The problem of treating wave propagation in an in­
homogeneous, oceanic waveguide with a rough surface 
has been addressed by many investigators, notably 
Harper and Labianca, 3 Bass et al., 4,5 Bass and 
Fuks, 6 Kryazhev et al., 7 Kuperman and Ingenito, 8 

McDaniel, 9 and Dozier. 10 The common factor in all 
these works, except that of Dozier, is the use of per­
turbation theory in various forms to solve the wave 
equation. Dozier obtained a numerical solution to the 
parabolic approximation of the wave equation; how­
ever, the parabolic approximation neglects backscat­
tering. There are no such restrictions on the coupled­
mode model presented in this article. 

There are many approaches to applying the concept 
of coupled modes to waveguide problems. The term 
"coupled modes" arises from the following consider­
ations. We are seeking a solution of the wave equa­
tion for a wave that is confined to a waveguide. The 
waveguide is bounded in one space coordinate only 
(the z coordinate) by two surfaces. It is open to in­
finity in the x and y directions. Because the problem 
is bounded in the z direction, the wave functions char­
acterizing that direction are a discrete set of complete, 
orthonormal eigenfunctions. Each eigenfunction, 
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called a mode, describes the characteristic vibrations 
of the waveguide in the z direction. If the two surfaces 
bounding the waveguide are smooth parallel planes, 
then the energy that starts out initially in a mode re­
mains unchanged in that mode as the wave propagates 
along the waveguide. When the surfaces are rough, 
energy can be transferred from mode to mode as the 
wave propagates. Hence the modes are "coupled" to 
each other. 

The particular approach used for the model de­
scribed in this article was developed by Boyles. II 
Dozier 12 devised a numerical algorithm and wrote the 
computer code to integrate numerically the equations 
obtained by Boyles. However, Dozier's code treated 
the case of single-frequency continuous-wave propa­
gation. This computer code was extended by Joice to 
treat the propagation and scattering of an arbitrary 
pulse waveform. 

Two models have been developed. The first solves 
the problem of a cylindrically symmetric oceanic wave­
guide with both horizontal and vertical sound-speed 
gradients and a single realization of a time-varying, 
randomly rough sea surface; the model's geometry is 
shown in Fig. la. Statistics of the scattered field could 
be obtained via a Monte Carlo simulation. The main 
limitation of this work is the assumption of cylindri­
cal symmetry, which precludes any scattering out of 
the vertical plane. In the second model, the limitation 
of cylindrical symmetry was removed, and a sea run­
ning in one direction was treated; the geometry of this 
model is shown in Fig. 1 b. Both models assume a point 
source and include full mode coupling and forward­
and backscattered waves. Thus both yield an exact so­
lution of the wave equation for a randomly rough sur­
face. Only the cylindrically symmetric model will be 
discussed in this article. 

COUPLED MODE THEORY 
Separation of variables is a powerful technique for 

solving partial differential equations. However, there 
are only 11 different three-dimensional coordinate sys­
tems in which the wave equation is separable. 13 Only 
if, in one of these systems, each boundary of the medi­
um coincides with a coordinate surface, and further, 
if the refractive index is additively separable in the 
coordinates, can the technique of separation of vari­
ables be used. 

One method of solving nonseparable problems is the 
technique of coupled modes, which replaces the wave 
equation (a partial differential equation) by a system 
of coupled, ordinary differential equations. These cou­
pled differential equations give an exact and rigorous 
description of wave propagation for nonseparable 
problems, a method that has existed at least since 1927 
when Born and Oppenheimer 14 applied it to the 
Schrodinger wave equation. The theory of coupled 
modes was introduced to the field of underwater 
acoustics in 1965 by Pierce. 15 

The method of mode coupling is not unique. There 
are many ways to obtain a coupled system of equa-
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Figure 1-Examples of realization of the sea surface in (a) 
cylindrical geometry and (b) Cartesian geometry. 

tions, but we shall discuss only one. A very detailed 
treatment of the subject can be found in Ref. 11. 

We consider the problem of a point source located 
at a range, r, of r = 0 and a depth, z, of Z = Zs in 
a cylindrically symmetric oceanic waveguide. The coor­
dinate system in relation to the waveguide is shown 
in Fig. 2. At the bottom of the sediment layers, the 
final boundary (representing a rock basement) is as­
sumed to be rigid. The surface is given by a function 
of range and time, t, as 

Z s(r, t) . (1) 

The speed of sound, c(r,Z), in the waveguide is a 
function of both rand z. The wave equation that 
governs the acoustic field away from the source is 

( "1 2 - :0 V Po . V - n
2 :t22

) P(r,Z,t) = 0,(2) 
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Z = Zs 

Water 
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Figure 2-Coordinate geometry for the cylindrical waveguide. 

where P is the acoustic pressure, Po is the density of 
the medium (water and sediment layers), and n is the 
refractive index defined by 

n (r,Z) 1!c(r,Z) . (3) 

Let us assume that we are dealing with a sound wave 
of a single angular frequency w. Then we can write 

P ( r, z, t) = p ( r, Z ) e - iwl , (4) 

where p(r,Z) is that portion of the total acoustic pres­
sure that is independent of time. If we further assume 
that Po is a function only of depth, Eq. 2 can be writ­
ten in cylindrical coordinates 

dpo ap 
Po (z ) dz az 

+ k 2 (r,Z )p = 0 , 

where we have set 

k(r, Z) wn (r,Z ) . 

(5) 

(6) 

This is called the Helmholtz equation or the space 
part of the wave equation. The equation is exact when 
the boundaries of the medium in which the wave is 
propagating are independent of time. However , we 
want to consider a time-varying sea surface. This 
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would normally mean that instead of solving the Helm­
holtz equation, which is an elliptic partial differential 
equation, we would have to solve the full wave equa­
tion (Eq. 2), which is a hyperbolic partial differential 
equation. However, the numerical solution of the full 
hyperbolic problem with a rough, time-varying bound­
ary is impractical; even if a numerically satisfactory 
algorithm could be devised, it would no doubt require 
an unreasonable amount of computer time. Fortunate­
ly, since the frequencies of the moving ocean surface 
that control the scattering process are much lower than 
the acoustic frequency in all cases of interest to us, we 
can invoke the narrowband approximation to the wave 
equation , expressed mathematically by 

(7) 

This approximation is discussed in detail in the 
papers by Fortuin 16 and Labianca and Harper. 17 It is 
equivalent to solving the Helmholtz equation for a 
time-dependent boundary. However, instead of Eq. 4, 
we now have 

P ( r, Z, t) = p ( r, z, t) e - iwl , (8) 

where p(r,Z,t) becomes a slowly varying function of 
time through the application of the boundary condi­
tions associated with the Helmholtz equation and 
i= .J-I . 

Fourier transforming the solutions P(r, Z, t i ) ob­
tained at a set of discrete times, t i , then yields the 
Doppler frequency spectrum at the point (r, Z). 

We postulate a solution of the form 

p E ¢ n (r) l/;n ( Z, r), (9) 
n=1 

where ¢ is an arbitrary function of range and l/; is an 
arbitrary function of range and depth. 

Note that in contrast to the usual normal mode so­
lution, using separation of variables, the depth wave 
functions , l/;n' depend on the range as well as the 
depth. Consequently these are called "local" normal 
modes. For the range-independent problem, the depth 
modes are independent of range and hence form a 
"global" solution, i.e., a given mode is supported un­
changed along the entire length of the waveguide. 

We also postulate that the local depth modes satis­
fy the partial differential equation 

(where Kn is the eigenvalue) and the following bound­
ary conditions: (a) on the sea surface, 
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p[r,s (r, t), t] 0; 

and (b) on the rigid bottom, 

[ a P (r, z, t) ] = 0, 
az z=d 

where d is the thickness of the waveguide. 
The validity of the postulates given by Eqs. 9 and 

10 must be confirmed by experimental measurement. 
The variable Kn (r) is the "local" eigenvalue of the 

problem. It is determined at each point of the wave­
guide by the ,sound-speed profile , the density profile, 
and the boundary conditions. In the usual range-in­
dependent normal mode solutions, the eigenvalues are 
constants independent of the horizontal range. 

The only difference in mathematical structure be­
tween Eq. 10 for the local modes and the correspond­
ing equation for the range-independent case is that the 
equation for the local modes is a partial differential 
equation and the equation for the global modes is an 
ordinary differential equation. A partial differential 
equation is necessary here because we are postulating 
that the depth modes can now be a function of the 
range as well as the depth . 

Now it can be shown that the eigenfunction solu­
tions, t/;n' of Eq. 10 that are subject to the boundary 
conditions form a complete, orthonormal system rela­
tive to the weight function (1 / Po) at each range point 
r. The orthonormality condition is 

r Po - 1(Z)"', ( Z,r)"'m (Z,r)dz = b,m , 

where 8 is the Kronecker delta given by 

0, if m :;&: n 

1, if m n , 

where m,n = 1,2,3,. 

(11) 

Thus the modal structure of a range-dependent" 
waveguide varies from point to point along the wave­
guide. At each point, the modal structure depends on 
the acoustic frequency, the sound-speed profile, the 
density profile, the height of the water column, and, 
of course, the boundary conditions (which are the same 
along the waveguide) . The modal structure can be dif­
ferent at each point because the sound-speed profile , 
the density profile, and the height of the water column 
can vary from point to point. Equation 11 implies that 
the depth modes must be renormalized at each point 
of the waveguide. 

The fact that the modes are different at each point 
along the waveguide implies the existence of a mode­
coupling process. This process is best expressed in 
terms of waves propagating in the forward and back-
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ward radial direction rather than in terms of the total 
field, 1>m (r). Consequently, we let 

1>111 (r) (12) 

where am+ (r) is the forward-propagating wave and 
am- (r) is the backward-propagating (or backscat­
tered) wave. It is the application of the boundary con­
dition that determines whether a function represents 
the forward- or backscattered wave. These boundary 
conditions will be discussed later in this section. 

The coupled equations that determine the radial 
propagating waves are 

( iK - ~)a + 
m 2r m 

and 

~ B++a+ I..J mn n 
n=1 

~B- + + I..J mn an 
n =! 

where the coupling coefficients are given by 

and 

and where, for m :;&: n: 

Bmn = Smn + N mn , 

and 

(13) 

(14) 
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where, for m ~ n: 

and 

-2w 2 

)

d 
- I an 

Po n - 1/;1I71/;n dz. 
s ar 

(15) 

Consider the coupling coefficient, Smn' that con­
trols the exchange of energy due to the rough sea sur­
face. We see that it is inversely proportional to the 
difference of the squares of the modal wavenumbers, 
Kn, so that coupling is strongest for two neighboring 
modes. Since the squares of the modal wavenumbers 
appear, Smn feeds the same power into both forward­
and backward-traveling waves at a given range point. 
Whether or not this power builds up in either the for­
ward- or back scattered wave depends on the phase re­
lationship of the incremental amounts of power fed 
to the wave at other points. A wave builds up only if 
the incremental contribution at all points along the 
waveguide adds up in phase. We note that Smn is 
proportional to the slope, a1/;n /az, of the wavefunc­
tions at the sea surface; this is a very reasonable result. 
One way to look at this is to consider the ray equi­
valent 18 for a mode. As the order of the mode in­
creases, the slope of the wave function at the surface 
increases, and, consequently, the strength of the coup­
ling increases. But as the order of the mode increases, 
the ray equivalent strikes the surface at larger and larg­
er grazing angles; consequently, we would expect more 
pronounced scattering. Finally, we see that Smn is 
proportional to the slope of the sea surface. 

The second term, N mn , in the expression for the 
coupling coefficient, B lI7n , is associated with mode 
coupling due to horizontal gradients, an/ar, in the in­
dex of refraction, n(r,z). 

We confine the range-dependent properties of the 
waveguide to an interval Ro <r<R 1 ; that is, the sur­
face is assumed flat, and outside this region the sound 
speed depends only on depth. The only requirement 
we put on Ro is that KmRO ~ 1. This is not a limita­
tion of the theory, but it does simplify the numerical 
code. The value for Rican be hundreds of nautical 
miles. The boundary conditions on the variables a/ 
and an- are specified by their values at Ro and R I, 
respectively. To satisfy the radiation condition at in­
finity, we assume that 

Since the waveguide has no range-dependent proper­
ties from R I to infinity, an outgoing wave at infinity 
is guaranteed. Since the initial section of the waveguide 
(O<r<Ro) is range-independent, a normal mode ex-
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pansion of a point source is used to calculate 
a/(Ro )' 

A very common approximation applied to the cou­
pled set of differential equations to make them trac­
table is the adiabatic approximation, in which all 
coupling coefficients are neglected, thus uncoupling 
Eq. 13. However, the eq uations are still range-depen­
dent through the eigenvalue Kn (r). With this tech­
nique, a weakly range-dependent environment can be 
treated quite simply. Here, the adiabatic approxima­
tion is not used, and full mode coupling is always taken 
into account. 

A MODEL FOR A TIME-VARYING, 
RANDOMLY ROUGH SEA SURFACE 

It should be borne in mind that the propagation 
model is independent of any surface model and that 
any other model simulating a random sea surface could 
be used instead of the one described in this section. 
The model we will use is that described by Harper and 
Labianca,19 in which the random ocean surface is 
simulated by 

M 

Z s(r,t) = I: hj cos (r;r-O/ t+'Yj ) , (16) 
j =1 

where 0 ·' is the angular frequency, 0/ > 0, r j is the 
wavenu~ber, and the dispersion relationship is 

0 -' 2/g 
J ' 

(17) 

(g is the acceleration of gravity). The quantity hj is 
the wave amplitude at the frequency 0/ . In Eq. 16, 
the phases 'Yj are statistically independent random 
variables uniformly distributed between 0 and 27r. The 
frequencies 0/ are also taken to be statistically in­
dependent random variables. 

Assume that the power spectrum, P(O ' ), for the 
sea surface is band limited: 0 min < 10' I < Omax . 
Define 

.10 (1 / M)(Omax - 0min) . 

Then the wave amplitudes, hj' are defined as 

(18) 

The Pierson-Moskowitz spectrum was used to rep­
resent the sea surface and is given by 
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where no = g/u and u is the wind speed in meters per 
second. 

SURFACE DUCT PROPAGATION 
There are just two parameters in the wave equation 

that describe the physical characteristics of the ocean 
and that affect the propagation of acoustic waves. 
These are the density, Po, and the sound speed, 
c(r,z) . 

The variation of density from the surface to the bot­
tom of the ocean is so slight that it is usually neglect­
ed. Typically, a single value of the density is used 
throughout the water column. It is only in the sedi­
ment layers of the bottom that density variations are 
usually taken' into account. 

However, the variation of the sound speed within 
the water column cannot be neglected. It has been 
found that the speed of sound in the ocean is a func­
tion of temperature, salinity, and pressure. The nature 
of the variation of these three quantities with depth 
depends crucially on the geographic location. 

There have been many equations proposed for de­
termining the speed of sound as a function of temper­
ature, salinity, and pressure. We do not intend to 
discuss the relative merits of those equations but will 
simply present one of the most recent determinations 
given by Mackenzie: 20 

c 1448.96 + 4.591 T - 5.304 x 10 - 2 T2 

+ 2.374 x 10 - 4 T3 + 1.340 (S - 35) 

+1.630 x 10 - 2 D + 1.675 X 10 - 7 D 2 

-1.025 X 10 - 2 T(S - 35) - 7.139 
x 10 - 13 TD 3 (meters per second) , 

where D is the depth in meters, T is the temperature 
in degrees Celsius at depth D, and S is the salinity in 
parts per thousand at depth D. One of the con­
veniences of this equation is that the more easily cal­
culated quantity of depth is used instead of pressure. 
The range of validity of this equation encompasses 
temperature from - 2 to 30°C, salinity from 25 to 40 
parts per thousand, and depth from 0 to 8000 meters. 
The variation of the sound speed with depth is called 
the sound velocity profile. 

In certain areas of the world's oceans, the tempera­
ture profile shows the presence of an isothermal layer 
beneath the sea surface. The layer of isothermal water 
is created and maintained by wind mixing, and being 
isothermal, it is called a mixed layer. The sound ve­
locity in the layer increases with depth because of the 
pressure effect. In some areas, this positive sound­
velocity gradient can extend to many hundreds of 
meters because of the existence of other oceanographic 
conditions below the wind-mixed layer that create a 
positive sound-speed gradient. With exceptions in 
some northern waters, the positive sound-speed gra­
dient layer is followed by a layer with a negative sound­
speed gradient. Such a sound-speed profile is illustrat­
ed in Fig. 3. 
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Figure 3-A North Atlantic sound-speed profile in March with 
a surface duct. 

Speed of sound Ocean su rface 

Figure 4-Surface duct propagation , 

If an acoustic source is placed in the layer that has 
the positive sound-speed gradient, a cone of rays will 
be completely trapped in the layer because of upward 
refractions. Some typical rays are shown in Fig. 4. Be­
cause sound is trapped in the upper layer, it is referred 
to as a surface duct. In the ray theory approximation, 
all the energy that is put into the cone of rays trapped 
in the duct will remain in the cone as it propagates 
along the duct. 

However, a full wave solution shows that energy can 
"leak" out of the duct due to diffractive effects as a 
wave propagates along the duct. The amount of leak­
age depends mainly on the frequency, duct thickness, 
and the sound-speed gradient in and below the duct. 

In addition to its inability to treat diffractive leak­
age out of the duct, a second deficiency in using ray 
theory in a surface duct is the inability of ray theory 
to account for caustics or focal surfaces within the 
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duct. A detailed description of caustics in ocean prop­
agation can be found in a previous Digest article. 21 

A March North Atlantic profile that exhibits a 400-
meter-deep surface duct is shown in Fig. 3 and a March 
North Pacific profile is shown in Fig. 5. In these north­
ern waters, the duct extends the entire distance to the 
bottom, which can be 3000 to 4000 meters. The change 
in the sound-speed gradient at about 100 meters is due 
to salinity effects. 

Figure 6 shows a ray trace for the North Pacific pro­
file. The source is at a depth of 100 meters. Only rays 
exiting the source in a ± 7 0 cone are shown; these are 
the ones that refract or turn over in the water column. 
Rays that leave the source at an angle greater than 7 0 

will strike the bottom. Note that multiple surface in­
teractions are apparent. 

EXAMPLE OF SURFACE DUCT PROPA­
GATION WITH A ROUGH BOUNDARY 

Now let us consider an example of surface duct 
propagation in a waveguide with a rough boundary. 
The example here will not use a randomly rough 
boundary, but rather a sinusoidal sea surface of a sin­
gle wavelength A. Our purpose here is not to discuss 
a realistic case of ocean propagation, but to illustrate 
as simply as possible some of the features of coupled 
mode propagation. The features can best be discussed 
with a simple rough surface rather than a random 
surface. 

We will consider the case of a sea being driven by 
a wind whose speed is 30 knots. The Pierson-Mosko­
witz spectrum is shown in Fig. 7 for a wind speed of 
30 knots. From this figure and the dispersion relation 
given by Eq. 17 , we see that the maximum power oc­
curs at a surface wavelength of 200 meters. For this 
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Figure 5-A North Pacific sound-speed profile in March . 
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reason, we will use 200 meters as our surface wave­
length. The wave amplitude is determined by a slight 
generalization of Eq. 18 , namely, 

h = J2 C P(W)dfl ' = 1.8 meters. 

Thus, for this example, we are allowing the full 
bandwidth of the sea surface spectrum to determine 
the wave amplitude . 
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Figure 6-A ray trace for the North Pacific profile with the 
source at 100 meters . 
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Let us put aside the waveguide problem for a mo­
ment and consider a plane wave traveling through an 
isospeed halfspace and impinging on a sinusoidal 
boundary. The principal scattering directions are given 
by the well-known equation from grating theory, 22 

A 
cos 8 2m = cos 8, + m - (m = 0, ±1, ±2, ... ), 

A (20) 

where 8, is the grazing angle of the incident wave, 
8 2m is the grazing angle of the mth order scattered 
wave, and A is the acoustic wavelength. The geometry 
is shown in fig. 8. 

The "grating equation" (Eq. 20) is obtained in grat­
ing theory by considering a grating of, say, parallel 
wires (originally fine rulings on glass, or molecules of 
crystals), spaced at intervals A (Fig. 8), excited by a 
wave incident at a grazing angle 8, . If the phase de­
lay between the scattered waves A and B is calculated 
from the geometry of the figure, and all angles, 8 2m , 

for which this delay equals 2m7r (i.e., the angles for 
which the scattered waves will be in phase) are deter­
mined, then Eq. 20 is obtained. In our case, the phys­
ical meaning of Eq. 20 is quite similar: 8 2m are the 
directions for which the waves scattered from individu­
al periods of the surface will be in phase and will rein­
force each other, giving rise to the peaks of the scat­
tering diagram. 

Thus the scattering directions, () 2m ' given by Eq. 
20, correspond to the maxima of the lobes of the scat­
tering pattern. To each integer m , there corresponds 
a scattered mode propagated in a direction () 2m' The 
total number of possible modes is limited by the con­
dition 

I cos ()2m I < 1. (21) 

The mode with m = 0 is seen from Eq. 20 to cor­
respond to specular reflections from the surface. The 
modes m = ± 1 lie on either side of the specular direc­
tion, as shown in Fig. 9. They thus continue to lie on 
either side of the specular mode until the last modes 
that will still satisfy Eq. 21 are reached. 

If AI A is small, it follows from Eq. 20 that m will 
run through a large number of integral values before 

B 

l 
Figure a-Derivation of the grating equation by phase delay. 
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Eq. 21 is violated, so that, if the wavelength of the 
incident radiation is small compared to the period or 
wavelength of the surface, the incident wave will be 
broken up into many scattered waves. On the other 
hand, one would conclude from Eq. 20 that for AlA 
~ 1 there will be only the mode m = 0, so that for 
A ~ A, any periodic surface will reflect specularly 
regardless of its roughness. 

Keeping m in Eq. 20 constant and increasing A, we 
find that the direction in which this selected mode is 
propagated becomes more nearly horizontal until it be­
comes a surface wave and the limit of condition Eq. 
21 is reached. It is then known as the "cutoff mode" 
for that particular frequency. 

The grating equation can be obtained also from the 
more rigorous application of wave theory. Scattering 
according to the grating equation is sometimes called 
Bragg scattering. 

While the grating equation will not hold exactly for 
the waveguide problem, it at least gives us some feel 
for the scattering process. 

Returning now to the waveguide problem, we as­
sume the waveguide is characterized by the sound­
speed profile shown in Fig. 5. Further, we assume there 
is a 50 hertz point source at a depth of 100 meters and 
a point omnidirectional receiver at a depth of 100 
meters. We want to examine transmission loss as a 
function of range. 

Transmission loss is a measure of the loss in inten­
sity of sound between a point 1 meter from the source 
and a receiver at some arbitrary distance from the 
source. If 10 is the wave intensity at 1 meter from the 
source and I is the intensity at the receiver, the trans­
mission loss TL between the reference distance of 1 
meter and the distant receiver is 

TL 10 log (10 11) (decibels). (22) 

Figure 10 shows transmission loss over a range of 
100 nautical miles. The black curve is for a waveguide 
with a smooth sea surface and the red curve is for a 

- 3 m = - 2 - 1 

Figure 9-The directions in which various modes, m, are scat· 
tered by a periodic surface or directions of the sidelobes of 
the scattering diagram. 
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Range (nautical m i les) 

Figure 10-Comparison of transmission loss for a waveguide 
with a smooth sea surface (black curve) with one having a 
rough, sinusoidal sea surface (red curve) . 

waveguide with the rough, sinusoidal surface described 
above. For these conditions, we see that after a few 
nautical miles the rough surface has very little effect. 
This can be explained in terms of Bragg scattering. In 
order to calculate the Bragg angles from Eq. 20, re­
caU that for our case, A equals 200 meters and A equals 
30 meters. The latter value arises from the fundamen·· 
tal relationship 

elf, (23) 

where the standard value of e equals 1500 meters per 
second was used, andfis the wave frequency, where 
f = w/ 27r. 

In the following discussion, we will talk in terms of 
rays because they are easier to visualize than modes. 
However, always keep in mind that the solution pre­
sented is a full wave solution and all aspects of it can­
not be accounted for properly by ray theory alone. 

Recall from Fig. 6 that the rays that were confined 
to the water column exited the source in a cone of 
± 7 0

• Consequently, let us look at the Bragg scatter­
ing angles for an incident wave angle of 50. From Eq. 
20, we see that the first Bragg angle is 31.8 0

, the sec­
ond Bragg angle is 45.3 0, and the third is 56.20. While 
there are more Bragg angles, examining just the first 
three gives us a good idea of the nature of the scat­
tering. 

Since the first Bragg angle is considerably greater 
than the 7 0 needed to confine the scattered energy to 
the water column, all the scattered energy penetrates 
into the bottom sediment layer. 

Since in our model there is considerable absorption 
in the sediment layer, all the energy that penetrates into 
that layer (scattered and nonscattered) propagates only 
a few miles before it is totally absorbed. There are 
many more fluctuations in the transmission-loss curve 
in the first 20 nautical miles than subsequently. Be­
fore 20 nautical miles, the rays from 7 0 to 90 0 con­
tribute to the total field. The interference from these 
many paths causes rapid fluctuations. However, by 20 
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Figure 11-Square of the amplitude of the six radially 
propagating modes. 
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nautical miles, all these bottom interacting paths have 
been absorbed, and from 20 to 100 nautical miles only 
the energy confined to the water column contributes. 
The reduced number of paths yields fewer fluctuations. 

For two reasons there is very little difference be­
tween the two curves from 20 to 100 nautical miles. 
First, even for the surface roughness, very little ener­
gy is scattered. Second, the scattering is at angles that 
do not involve the modes trapped in the water column, 
which means that since the first Bragg angle is greater 
than 7 0

, the scattered energy penetrates into the bot­
tom and is absorbed. It does not reenter the water 
column to interfere with the energy that is trapped 
there. Thus; the fluctuation pattern is almost identi­
cal to that of the smooth surface case. 

Figure 11 shows plots of the radial amplitudes, 
1 an 12

, as a function of range for the six modes 
trapped in the water column. Note that we have tak­
en out the cylindrical spreading term, l/-fi. For a 
range-independent normal mode solution, these curves 
would be constant. For the case of a rough surface, 
we see that the energy in each mode fluctuates as a 
function of range. For this case, the fluctuations are 
only about 1 decibel, but energy is continually being 
transferred from one mode to the other even if there 
is very little net loss. 
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